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ABOUT THE CONFERENCE 

ABOUT THE INSTITUTE 
Established in the year 2009 , Aryan Institute of Engineering and Technology(AIET) is one of the 
premier engineering colleges in the self-financing category of Engineering education in eastern India. 
It is situated at temple city Bhubaneswar, Odisha and is a constituent member of Aryan Educational 
Trust. This reputed engineering college is accredited by NAAC, UGC and is affiliated to BPUT, 
Odisha. AIET aims to create disciplined and trained young citizens in the field of engineering and 
technology for holistic and national growth. 

The college is committed towards enabling secure employment for its students at the end of their four 
year engineering degree course. (The NAAC accreditation in the year 2018 vouches for the college’s 
determination and dedication for a sustainable learning environment). The academic fraternity of 
AIET is a unique blend of faculty with industry and academic experience. This group of facilitators 
work with a purpose of importing quality education in the field of technical education to the aspiring 
students. Affordable fee structure along with approachable location in the smart city of Bhubaneswar, 
makes it a preferred destination for aspiring students and parents. 

The Institute works with a mission to expand human knowledge beneficial to society through 
inclusive education, integrated with application and research. It strives to investigate on the 
challenging basic problems faced by Science and Technology in an Inter disciplinary atmosphere and 
urges to educate its students to reach their destination, making them come up qualitatively and 
creatively and to contribute fruitfully. This is not only its objective but also the ultimate path to move 
on with truth and brilliance towards success. 
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Science and materials has continuously evolved through decades. RTCME-2016 was organized in 
Sep-2016 and was successful in capturing the development of materials and processing. Department 
of Mechanical and Civil Engineering, AIET, Bhubaneswar is organizing RTCME-2016 to showcase 
recent advances in materials processing and applications. In keeping up with the research interest of 
the materials community, RTCME-2016 will provid an update on scientific and technical aspects 
covering broad areas of interests in engineering materials, processing and applications. 

ABOUT THE DEPARTMENT 
The Department of Mechanical and Civil Engineering has been in existence since 2009 with the 
inception of the college with an initial intake capacity of 60 and is producing high quality technical 
manpower needed by industry, R&D organizations, and academic institutions. The intake capacity 
was enhanced to 120 in the year 2011.The Department has full fledged faculty members who are 
specialized in the fields of design, thermal, production and CAD/CAM. Laboratories are fully 
equipped to enhance the knowledge of the student, periodic industry trips and visits to various project 
sites are arranged. Special lectures and seminars are held on a frequent basis to assist them tailor in 
their particular areas of interest and trying hard to transform students of even mild talent to 
professionals in the mechanical and mechatronics field. Already more than 750nos of alumni have 
been produced so far, placed in different Government, private, Public & other sectors and some of 
them have pursued higher studies. However, with the progress of time, many more frontier areas of 
mechanical engineering have been taken up for active research.
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On behalf of the Organizing Committee, it is my great pleasure to welcome you to 
National Conference on “National Conference on Recent Trends in Civil and 
Mechanical Engineering” (RTCME-2016). In our endeavour to raise the standards 
of discourse, we continue to remain aware in order to meet with the changing 
needs of our stakeholders. The idea to host the RTCME-2016 is to bring together 
Researchers, Scientists, Engineers, Scholars and Students in the areas of Civil and 
Mechanical Engineering. The RTCME-2016 Conference will foster discussions 
and hopes to inspire participants from a wide array of themes to initiate Research 
and Development and collaborations within and across disciplines for the 
advancement of Technology. The conference aims to bring together innovative 
academic experts, researchers and Faculty in Engineering and Management to 
provide a platform to acquaint and share new ideas. The various thematic sessions 
will showcase important technological advances and highlight their significance 
and challenges in a world of fast changes. I welcome all of you to attend the 
plenary sessions and invite you to interact with the conference participants. The 
Conference Committees will make any possible effort to make sure that your 
participation will be technically rewarding and a pleasurable experience. 

I am looking forward to meeting you in during RTCME-2016 and to sharing a 
most pleasant, interesting and fruitful conference. 

With regards, 
Dr. Madhumita Parida 

Chairperson 
Aryan Institute of Engineering & Technology 

Arya Vihar, Bhubaneswar, Odisha 

CHAIRPERSON’S MESSAGE 
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It is a great pleasure and an honour to extend to you a warm invitation to attend the 
National Conference on ‘National Conference on Recent Trends in Civil and 
Mechanical Engineering (RTCME-2016)’ to be held on 25th – 27th September 
2016, at Aryan Institute of Engineering and Technology, Bhubaneswar. The theme 
of Emerging Trends in Civil and Mechanical Engineering will underpin the need 
for participation in forums for collaborative Research and cooperation of 
individuals from a wide range of professional backgrounds. The Conference will 
provide a wonderful forum for you to refresh your knowledge in the technical field 
in Civil and Mechanical Engineering. The Conference will strive to offer plenty of 
networking opportunities, providing you with the opportunity to meet and interact 
with the scientists and researchers, friends as well as sponsors and exhibitors. 

I hope you will join us for a symphony of the outstanding conference, and spare a 
little time to enjoy the spectacular and unique beauty of Bhubaneswar city. 

With regards, 
Prof. Sasmita Parida 

Director 
Aryan Institute of Engineering & Technology 

Arya Vihar, Bhubaneswar, Odisha 

DIRECTORS’S MESSAGE 
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I am pleased to welcome you to the National Conference on “Recent Trends in 
Civil and Mechanical Engineering” (RTCME-2016) to be held on 25th  - 27th 
September, 2016. 

The intent of this conference is not only to discuss lively and emerging issues of a 
particular domain but also dissemination of the awareness among other learned 
people. Over the years, dramatic improvements have been made in the field of 
Engineering, and Technology. I hope RTCME-2016 will become the most useful 
National Conference dedicated to bring out latest trends in Engineering, and 
Technology. 

In order to provide an outstanding technical level for the presentations at the 
conference, we have invited distinguished experts to participate in the Technical 
Programmes. We will have technical sessions, plenary sessions by keynote 
speakers during three days of conference including the awards presentation during 
the valedictory session on the last day of the conference. 

I hope RTCME-2016 will make you aware of state-of-the art systems and provide 
a platform to discuss various emerging technologies in Civil and Mechanical 
Engineering. 

With regards, 
Prof. (Dr.) S. S. Khuntia 

Principal 
Aryan Institute of Engineering & Technology 

Arya Vihar, Bhubaneswar, Odisha 

PRINCIPAL’S MESSAGE 
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National Conference on “Recent Trends in Civil and Mechanical Engineering” 
(RTCME-2016) is a prestigious event jointly organized by Mechanical and Civil 
Engineering Department with a motivation to share a progress in recent 
technologies. The objective of RTCME-2016 is to present the latest research and 
results of scientists (preferred under graduate and post graduate students, research 
scholars, post-doc scientists, academicians and working professionals) related to 
the subjects of Mechanical and Civil Engineering. The conference will provide 
with paper presentations and research paper presentation by prominent speakers 
who will focus on related state-of-the-art technologies in the areas of the 
conference. 

I wish all the success to the conference RTCME-2016. 

With regards, 
P.K. Swain 

HOD of Mechanical Engineering 
Aryan Institute of Engineering & Technology 

Arya Vihar, Bhubaneswar, India 

CONVENER’S MESSAGE 
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1. Introduction

As wind power continues its rapid growth worldwide, wind farms are likely to comprise a significant portion
of the total production of wind energy, and may even become a sizable contributor to the total electricity production 
in some countries. The high-quality wind resource and the proximity to load centres make wind energy a 
compelling proposition. The installed Wind Turbines (WT) energy potential is currently estimated at 539GW, 
according to the WWEA [1]. An important part of the WT network is the offshore wind turbines (OWT). OWT 
are expected to increase significantly as European coasts and seas offer a large wind energy potential. The WWEA 
predicts that offshore wind farms of 150GW will operate in the EU by 2030, contributing 14% of the EU’s total 
electricity consumption. 

However, the above prediction is very ambitious. It is noted, that in 2018 the annual rate of WT installation 
reached the lowest rate (10.8%) since the start of their industrial growth. Moreover, in recent years, several failures 
have been recorded in existing WT. It is estimated that the structural failure (tower, foundation) of the installed 
WT amounts up to 10% [2], significantly reducing their contribution to the energy network. These failures stem 
mainly from: i) WT collapse due to earthquake excitations, that cause structural failures due to high dynamic stress 
loading exciding structural strength, and ii) WT collapse due to wind loading, because of its continuous and cyclic 
nature, that causes failure due to structural fatigue. In addition, the structural and foundation costs are excessively 
high, reaching up to 17% for land based (onshore) and fixed bottom offshore WT, while when considering floating 
offshore WT the cost rises up to 40% [3–5]. 

From the above comments, and according to the International Energy Agency [6], it emerges as top priority to 
enhance research to avoid WT structural failures. A way to extend the feasibility of Wind Turbine towers is by 
means of structural control. The application of a vibration control system in a WT will result in a structural system 
with enhanced dynamic behavior under vibrating loading. It is classified as passive, active, hybrid, or semi-active 
control. Several researchers have been studying the use of structural control to help suppress the wind-induced 
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Abstract: The use of dynamic vibration absorbers (DVA) on wind turbine (WT) towers has the potential to 
increase the dampening of the tower and nacelle dynamic responses, hence boosting WT reliability. The Tuned 
Mass Damper (TMD) is limited by the need for huge masses, as well as the site of its installation. Two different 
concepts are addressed in this study. The nacelle is first detached from the WT tower via a low-strength 
connection. This solution is based on the concept of seismic isolation. In addition, based on the KDamper 
concept, a novel passive vibration absorption arrangement is built. The KDamper is essentially a TMD 
extension with negative stiffness (NS) parts added. The vibration absorption capability of the KDamper can be 
enhanced by raising the value of the NS element rather than adding more mass. As a result, a KDamper with the 
same added mass always implies stronger isolation qualities than a TMD. A built-in home programme is being 
created for the WT's nonlinear dynamic response. The proposed vibration reduction concepts' dynamic 
performance is quantitatively evaluated. All solutions outperform the uncontrolled structure in terms of dynamic 
behaviour, but only the KDamper-based designs considerably increase the effective damping of the WT tower 
while keeping the additional masses within practical limits.
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vibrations experienced by WT towers [7–10]. The passive control methods are simple and reliable, as they do not 
require an external force, are easy to implement to reduce the structural vibration, and are widely used in WT 
technology for enhancing their effective damping. The purpose of the installation of such devises, for the control 
of WT, is to mitigate their dynamic responses, due to the fact that the vibrations caused by aerodynamic loads are 
lasting and cause fatigue problems to the body of the tower, and to their foundation. 

The concept of a resonant damper, like a Tuned Mass Damper (TMD) is among the approaches that have 
received the most attention in the literature. The principal of the TMD system [11] is the degradation of the 
dynamic response of the system through energy transfer to a system of an additional mass, designed with optimum 
characteristics and adapted in a suitable position in the structure [12,13]. The TMD system consist of an additional 
small mass and a positive stiffness element in combination with an artificial damper. The parameters that concern 
the design of such devices, are determined with the resonance of the frequency of the device with the fundamental 
eigenfrequency of the initial system. As a result, a great portion of the vibration energy of the structure, due to a 
vibratory excitation, is consumed by the additional mass of the device and then dissipated through the damper. 

The Active Tuned Mass Damper (ATMD) is a hybrid devise consisting of a passive TMD supplemented by an 
actuator parallel to the spring and damper. It is a well-known concept in structural control and has been proved to 
yield enhanced damping performance compared to the passive TMD [14,15]. Semi-active TMDs are examined 
thoroughly recently, that introduce negative stiffness elements and negative stiffness tension adjusting mechanisms 
[16–20]. The downside of such designs is that their performance is directly (or obliquely) depended by the accuracy 
of the actuators output, which over time can have an alternation in its performance by false estimation of the 
desirable function of the vibration absorption concept and eventually burden the structure.  

In addition, various forms of Dynamic Vibration Absorbers (DVA) have been used, such as Tuned Liquid 
Column Dampers (TCLDs) and multiple TMDs. Some of the pioneering work concerning applications in WTs 
include the work by [21] in which the damping effect of a TLCD installed in an offshore WT has been investigated 
by assuming correlated wind and wave load conditions, whereas the potential of using a pair of TMDs 
simultaneously targeting the dominant fore-aft ad side-side modes has been demonstrated by [10]. More recently, 
attention has focused on how to address the absence of aerodynamic damping in the side-side direction, when 
significant wind-wave misalignment is present, e.g. in the work by [9] where the beneficial of a TMD in reducing 
the tower base moment is demonstrated through numerical simulation, and in particular, a significant reduction in 
the side-side moment has been reported. 

The essential limitations of all the aforementioned TMD-related concepts, are related with the location and the 
selected mass of these devices. In order to be effective, a resonant damper like the TMD should be installed where 
the absolute motion of the targeted vibration mode is largest, which is at the top of the tower or inside the nacelle. 
Effective damping by a TMD is furthermore associated with large additional masses, which constitutes a major 
limitation, since additional mass is highly undesirable at the top of the WT. In addition, a slight alteration in the 
control system parameters can alter the TMD tuning and consequently the system’s performance is significantly 
reduced [22].  

In this paper, two alternative vibration absorption approaches for mitigation of the WT dynamic responses are 
considered. First, the nacelle is released from the WT tower (nacelle isolation concept), using a low stiffness 
connection. This option is based on the seismic isolation concept of structures. This way, the nacelle is no longer 
rigidly connected to the WT tower, but is connected with a low stiffness element (elastomeric bearings). In order 
to retain the relative displacements of the nacelle-WT tower, an energy dissipation mechanism is implemented to 
reduce and control the displacements. In the second option, the KDamper (or an extension of it) is intervened 
between the nacelle and the WT tower. The KDamper, introduced in [23], is essentially an extension of the classical 
TMD, by incorporating appropriate negative stiffness elements. Instead of increasing the additional mass, the 
vibration isolation capability of the KDamper can be increased by increasing the value of the negative stiffness 
element, overcoming the sensitivity problems of TMDs as the tuning is mainly controlled by the negative stiffness 
element’s parameters. Thus, the KDamper always indicates better isolation properties than a TMD with the same 
additional mass, finding numerous applications for vibration absorption of structural systems [24–30]. Although 
the KDamper incorporates a negative stiffness element, it is designed to be both statically and dynamically stable. 

This paper is structured as follows. In Section 2 the vibration control approaches under consideration are 
presented, along with the dynamic model of the WT tower. The developed model is an assemblage of prismatic 
beam elements with sway degrees of freedom considered to be the dynamic degrees of freedom. In order to verify 
the validity and the efficiency of the developed formulation, a set of simplified analyses were conducted and the 
obtained results were compared with those obtained from the commercial software package SOFiSTiK (FEM 
Software for Structural Engineers | SOFiSTiK AG, n.d.) based on FEM. The aerodynamic load is taken into 
account by generating artificial basic wind velocities following the corresponding regulations of EC1, Part1,4 (EN 
1991 - Wind actions, 2010) and applying it at the WT following the procedure described in [33]. Section 3, presents 
the optimization procedure from which the optimal parameters of the KDamper, and the extended versions of it, 
are obtained. The free design variables are presented, and proper limitations and constraints are imposed on the 
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free design variables and the system main dynamic responses, respectively, based on the proposed engineering-
criteria driven optimization procedure. The NS element is realistically designed with a displacement-dependent 
configuration using pre-compressed positive stiffness elements (spiral springs), that generates ‘linear’ two-
dimensional negative stiffness. Furthermore, the optimum design approach for the selection of the controlled WT 
with a TMD and the nacelle-isolation concept is presented. In section 4, a numerical example is presented, where 
the effectiveness of the proposed KDamper-based vibration mitigation approaches is verified. Based on a 
comparison with a conventional TMD (5% additional mass), and the proposed nacelle-isolation concept, the 
KDamper designs (0.1% additional mass) manage to significantly increase the effective damping of the WT tower, 
and thus mitigate the WT dynamic responses, with small additional masses and a realistically designed 
configuration. In section 5, the conclusive remarks are presented, and finally, in Appendix A, the formation of the 
submatrices of the controlled WT tower is presented considering all the vibration control approaches. 

2. Methodology and modeling

This section presents the vibration mitigation approaches considered in this paper. The developed dynamic
model of the wind turbine tower is an assemblage of prismatic beam elements with sway degrees of freedom 
considered to be the dynamic degrees of freedom. The validity and the efficiency of the developed formulation is 
verified with simplifies analyses, based on a comparison with a commercial software package, based on FEM [31]. 
Finally, the aerodynamic load is taken into account based on artificial wind basic velocities. 

2.1 Vibration control approaches 
Figure 1 presents the dynamic vibration absorber design options considered in this paper. The first vibration 

mitigation approach is the classical Tuned Mass Damped (TMD). The schematic representation of the TMD 
concept implemented in WT is depicted in the same figure, where the additional mass (mD) of the TMD is attached 
at the top of the WT tower or inside the nacelle, using a positive stiffness element and a linear damper (kD, cD). 
This concept is employed as a benchmark because it has received the most attention in the literature due to the 
simplicity of its implementation. The main drawback of this option is the need for large additional masses, in order 
for the TMD to achieve significant effective damping, as will be observed in the numerical results.  

The second vibration absorption option is based on the TMD concept combined with the seismic isolation 
principle, where the superstructure is isolated from its base/foundation with a low stiffness connection. Figure 1 
presents the schematic representation of the proposed vibration absorption concept, where the mass that 
corresponds to the mechanical parts (nacelle, rotor and blades) is used as the additional mass of a TMD. Thus, the 
additional mass concentrated mass at the top of the tower is no longer connected rigidly to the steel tower, but is 
realized with a stiffness connection and a linear damper (kD, cD), as in the case of the classical TMD concept. This 
system will be referred to hereafter as nacelle-isolation concept. The main drawback that is to be expected, is that 
in order to isolate the steel tower from the vibrations of the nacelle, large relative displacements between the 
nacelle and the steel tower are required, which may prohibit the good function of the wind turbine.  

In an effort to combine the aforementioned vibration control options, exploiting their advantages without their 
respective drawbacks, the KDamper is employed. As in the case of the nacelle isolation concept, the additional 
mass of the nacelle, rotor and blades is no longer rigidly attached to the WT tower but is mounted on a KDamper 
device. In this concept, the additional oscillating mass of the KDamper (mD) is connected with the nacelle with a 
positive stiffness element and a linear damper (kPS, cPS), and with the steel tower with a negative stiffness (NS) 
element (kNS), and the steel tower is connected with the nacelle with a positive stiffness connection (kR). This way, 
the KDamper aims to isolate the vibrations of the nacelle form the steel tower, as in the case of the nacelle-isolation 
concept, retaining the relative displacements nacelle-tower within reasonable ranges. In addition, the KDamper 
aims to increase the effective damping of the WT tower compared to the TMD with the same additional mass, as 
it has been proven that the KDamper always presents an improved dynamic behavior as compared to the TMD. 
Finally, two extended version of the KDamper are also presented in Figure 1. In the proposed extensions, the 
additional mass, mD is connected with the nacelle with a NS element and an artificial damper (kNS, cNS), and with 
the steel tower with a positive stiffness element (kPS). The extended version of KDamper will be referred to 
hereafter as EKD. Finally, the EKD is equipped with an inerter (EKDI) that connects the top of the tower directly 
with the nacelle, and thus is parallel to the stiffness element kR. The addition of the inerter aims to further reduce 
the vibrations of the WT tower retaining the relative displacement nacelle-WT tower within reasonable ranges. 

2.2 Dynamic model of the wind turbine 
In this section, the NREL baseline 5-MW nacelle and rotor, supported by a steel tower of 120 m height is 

examined. This choice is made due to the fact that is widely used in the literature as a benchmark option for 
vibration control of WT towers. The WT tower of variable tubular cross section supporting the NREL baseline 5-
MW nacelle and rotor [34] is examined. The base diameter is 8.43m with steel thickness 4.8cm, the top diameter 
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is 3.87m with thickness 2.5cm, the Young’s modulus is taken as 210GPa, while the steel density is assumed 
8.5tn/m3 and damping ratio (all modes) of 1%. In order to take into account, the inertial forces applied by the 
mechanical parts (nacelle, rotor and blades), an additional concentrated mass mtop = 403.22 tn [34] is added at the 
top of the WT tower. The WT tower is modeled as an assemblage of beam elements with sway degrees of freedom 
considered to be the dynamic degrees of freedom. The theoretical development is based on the assumption that the 
cross-sectional dimension within the element remains the same, i.e. prismatic beam element. Additional 
assumptions made for the analytical formulation are: (i) the WT tower is considered to remain within the elastic 
limit under the aerodynamic loads, (ii) the effects of soil-structure-interaction (SSI) are not taken into consideration, 
and (iii) the axial DoFs are not considered in this formulation, as the purpose of this work is to mitigate the dynamic 
responses of the WT tower due to horizontal aerodynamic loads, and thus is reasonable to neglect them. Figure 1 
presents the lumped mass model of the WT tower.  

Figure 1. Vibration absorption concepts of the uncontrolled WT, TMD, nacelle-isolation, KDamper, EKD, and 
EKDI.  The lumped mass model is used, with the sway as dynamic DoFs. 

This model is serviceable due to the fact that it can incorporate easily each of the considered vibration absorption 
concepts, presented in section 2.1, and therefore evaluate their optimized parameters for vibration absorption, via 
optimization. The equations of motion of the uncontrolled WT, considering the equilibrium of forces at the location 
of each degree of freedom is expressed as follows: 

[𝑀𝑀𝑆𝑆]{�̈�𝑢𝑆𝑆} + [𝐶𝐶𝑆𝑆]{�̇�𝑢𝑆𝑆} + [𝐾𝐾𝑆𝑆]{𝑢𝑢𝑆𝑆} = [𝑃𝑃𝑆𝑆] (1) 

where [MS], [CS] and [KS] are the mass, damping and stiffness matrices of the original WT tower, respectively of 
order (N × N), N indicating the number of prismatic beam elements selected to model the WT tower. The initial 
stiffness matrix is of order (2N × 2N), as each beam element has two rotational and two sway DoFs, respectively. 
The condensed stiffness matrix of the uncontrolled WT tower is corresponding to the sway degrees of freedom, 
taken as the dynamic DoF, and thus is [KS]NxN. The damping matrix [CN]NxN is not explicitly known but is obtained 
with the help of the Rayleigh’s approach using the same damping ratio in all modes, 1% [34]. The unknown nodal 
displacements, relative to the base, are expressed as ui, and are collected in the array {uS} = {u1,u2,u3,…,uN}T.  
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In order to verify the validity and the efficiency of the developed formulation, a set of simplified analyses were 
conducted and the obtained results were compared with those obtained from the commercial software package 
SOFiSTiK [31] based on FEM. More specifically, in Table 1, the first five eigenperiods of vibration, are presented 
using SOFiSTiK, and are compared with those obtained from a FEM solution employing 24 prismatic beam 
elements for the tower, the corresponding flexural modal shapes of the tower are illustrated. In Figure 2, the 
respective first five fundamental eigenshapes of the wind turbine are presented. It is observed that the largest 
amplitude at the top of the tower is presented at the first eigenshape followed by the second eigenshape. Thus, the 
tower response will be mainly determined by the first two vibration modes. 

The response of the tower is examined performing a simplified linear static analysis, applying a concentrated 
force �̄�𝐹𝑁𝑁 = 1353.2𝑘𝑘𝑘𝑘 (starting value of the generated aerodynamic load presented in section 2.3) at the top of the 
tower. Table 1 presents the static deflections utop at the top of the WT tower obtained from the developed model 
as compared with the aforementioned FEM solution, using SOFiSTiK software. It can be observed that the validity 
of the developed model of the WT tower is verified, as both the values of the WT eigenperiods and the static 
deflection of the top of the WT tower are in a very good agreement. 

Table 1. Eigenperiods of the WT tower, and static deflection at the top of the tower under static analysis. 
Natural Periods T (sec) Static deflection at the top of the 

tower utop (m) T1 T2 T3 T4 T5 
Present study 3.156 0.467 0.164 0.081 0.048 0.7063 

SOFiSTiK 3.164 0.474 0.172 0.089 0.056 0.711 

The governing equations of motion for the WT including the respective vibration mitigation concept to be 
considered are obtained by considering the equilibrium of forces at the location of each degree of freedom as 
follows: 

[𝑀𝑀]{�̈�𝑢} + [𝐶𝐶]{�̇�𝑢} + [𝐾𝐾]{𝑢𝑢} = [𝑃𝑃] (2) 

where [M], [C] and [K] are the mass, damping and stiffness matrices of the controlled wind turbine tower, 
respectively of order (N+n) x (N+n). As stated previously, N indicates the wind turbine’s DoFs and n the extra 
DoFs of each of the vibration isolation option to be considered. Furthermore, {u} = {{uN}, {un}}T are the unknown, 
relative to the base, nodal displacements. The matrices of mass [M], damping [C], and stiffness [K] are of order 
(N+n) x (N+n), and are expressed as follows: 

[𝑀𝑀] = ��
[𝑀𝑀𝑆𝑆]𝑁𝑁×𝑁𝑁 [0]𝑁𝑁×𝑛𝑛
[0]𝑛𝑛×𝑁𝑁 [0]𝑛𝑛×𝑛𝑛

� + �
�𝑀𝑀𝑛𝑛,𝑎𝑎�𝑁𝑁×𝑁𝑁

[0]𝑁𝑁×𝑛𝑛

[0]𝑛𝑛×𝑁𝑁 �𝑀𝑀𝑛𝑛,𝑑𝑑�𝑛𝑛×𝑛𝑛

��

(𝑁𝑁+𝑛𝑛)×(𝑁𝑁+𝑛𝑛)

(3.a) 

[𝐾𝐾] = ��
[𝐾𝐾𝑆𝑆]𝑁𝑁×𝑁𝑁 [0]𝑁𝑁×𝑛𝑛
[0]𝑛𝑛×𝑁𝑁 [0]𝑛𝑛×𝑛𝑛

� + �
�𝐾𝐾𝑛𝑛,𝑎𝑎�𝑁𝑁×𝑁𝑁

−�𝐾𝐾𝑛𝑛,𝑏𝑏�𝑁𝑁×𝑛𝑛

−�𝐾𝐾𝑛𝑛,𝑐𝑐�𝑛𝑛×𝑁𝑁
�𝐾𝐾𝑛𝑛,𝑑𝑑�𝑛𝑛×𝑛𝑛

��

(𝑁𝑁+𝑛𝑛)×(𝑁𝑁+𝑛𝑛)

(3.b) 

[𝐶𝐶] = ��
[𝐶𝐶𝑆𝑆]𝑁𝑁×𝑁𝑁 [0]𝑁𝑁×𝑛𝑛
[0]𝑛𝑛×𝑁𝑁 [0]𝑛𝑛×𝑛𝑛

� + �
�𝐶𝐶𝑛𝑛,𝑎𝑎�𝑁𝑁×𝑁𝑁

−�𝐶𝐶𝑛𝑛,𝑏𝑏�𝑁𝑁×𝑛𝑛

−�𝐶𝐶𝑛𝑛,𝑐𝑐�𝑛𝑛×𝑁𝑁
�𝐶𝐶𝑛𝑛,𝑑𝑑�𝑛𝑛×𝑛𝑛

��

(𝑁𝑁+𝑛𝑛)×(𝑁𝑁+𝑛𝑛)

(3.c) 

where the submatrices [Mn,i], [Cn,i], and [Kn,i] (i=a, b, c, d) are expressed corresponding to the DoF associated with 
the respective control system to be considered. For the numerical modelling of the proposed formulation a build-
in house software is developed in MATLAB code. The expressions of the additional matrices in Equations (3), 
that correspond to the employed vibration absorption concepts, are given in Appendix A. 

2.3 Aerodynamic loads 
The wind load varies along the height of the WT tower. The total horizontal wind force 𝐹𝐹𝑁𝑁(𝑡𝑡) action on the 

blades can be calculated as three times the force 𝐹𝐹�𝑁𝑁(𝑟𝑟, 𝑡𝑡) acting at any position r along the single wind turbine 
blade. The 𝐹𝐹�𝑁𝑁(𝑟𝑟, 𝑡𝑡) accounts for the air density and the lift and drag coefficients as presented in [35]. The values 
of the latter coefficients depend on the airfoil characteristics of the blades and their distribution with respect to the 
angle of attack of the wind velocity 𝑉𝑉(𝑡𝑡) passing through the blade profile. It is noted that 𝑉𝑉(𝑡𝑡) is assumed to have 
a uniform spatial distribution over the actuator disc. In order to evaluate the horizontal wind force the blade element 
momentum theory incorporating Prandtl’s tip loss factor and Glauert’s correction [33] is employed with an 
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assumption of constant angular velocity of the blades. Subsequently, breaking 𝑉𝑉(𝑡𝑡) down into a mean component 
Vm and a fluctuating component V (t), the corresponding mean and fluctuating components of 𝐹𝐹�𝑁𝑁(𝑟𝑟, 𝑡𝑡) can be 
obtained as a mean force (steady state) and the dynamic part.  

In this work, the mean velocity is obtained by employing a basic velocity at the altitude of 10m, Vb and applying 
the corresponding regulations of EC1, Part1,4 [32]. Moreover, in order to take into account, the wind velocity 
fluctuation at the altitude an artificial velocity time history is generated applying the procedures presented in [36–
39] assuming a value of standard deviation σ. Apart from the concentrated force applied on the top of the steel
tower due to operation of the turbine, an additional distributed loading along the tower height is taken into account
due to the fact that a portion of wind forced is exerted directly on the tower. The spatial and time distribution of
this loading is obtained by employing the procedures of (EN 1991 - Wind actions, 2010) and of the studies [36–
38]. The basic wind velocity that is employed has corresponding standard deviation Vb=27.0m/s with σ=3.3m/s
(Vm(120m)=39.93m/s). The rotor is assumed to develop a constant angular velocity 12.1rpm, while all the
necessary blade profile characteristics are retrieved from [34,39]. Figure 3.a presents the wind velocity, and Figure
3.b the time history of the evaluated total forces.

Figure 2. First five natural modes and eigenperiods of the uncontrolled WT. 

(a) (b) 
Figure 3. Basic wind speed Vb at the altitude of 10 m (a) and (b) time history of the total Force 𝐹𝐹𝑁𝑁(𝑡𝑡) applied at 
the top of the wind turbine tower. 

3. Optimal design of KDamper-based designs

In this section, an engineering-criteria driven optimization approach is followed for the selection of the proposed 
KDamper-based configuration parameters. The excitation input is generated according to section 2.3 of this paper. 
The free design variables of the devices implemented in between the nacelle and the WT tower are presented, and 
proper limitations and constraints are imposed on the free design variables and the system main dynamic responses, 
respectively. The NS element is realistically designed with a displacement-dependent configuration using pre-
compressed positive stiffness elements, that generates ‘linear’ two-dimensional negative stiffness. The 
effectiveness of the proposed devices is evaluated by comparing its performance to a controlled system with a 
conventional TMD, and an alternative approach proposed in this paper, namely the nacelle-isolation concept 
presented in section 2.1 of this paper. 
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3.1 Free design variables 
The Configurations of KDamper, extended KDamper (EKD), and EKD equipped with inerter (EKDI) are 

presented in section 2.1. The following positions concerning the KDamper concept, presented in Figure 1 are 
presented: 

𝜇𝜇𝐷𝐷 = 𝑚𝑚𝐷𝐷/𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡  (4.a) 

𝑘𝑘𝐷𝐷 = 𝑘𝑘𝑁𝑁𝑆𝑆 + 𝑘𝑘𝑃𝑃𝑆𝑆  (4.b) 

𝜔𝜔𝐷𝐷 = 2𝜋𝜋𝑓𝑓𝐷𝐷 = �𝑘𝑘𝐷𝐷/𝑚𝑚𝐷𝐷 = �𝑘𝑘𝑁𝑁𝑁𝑁+𝑘𝑘𝑃𝑃𝑁𝑁
𝑚𝑚𝐷𝐷

  (4.c) 

𝑘𝑘0 = 𝑘𝑘𝑅𝑅 + 𝑘𝑘𝑁𝑁𝑁𝑁𝑘𝑘𝑃𝑃𝑁𝑁
𝑘𝑘𝑁𝑁𝑁𝑁+𝑘𝑘𝑃𝑃𝑁𝑁

  (4.d) 

𝜔𝜔0 = 2𝜋𝜋𝑓𝑓0 = �𝑘𝑘0/�𝑚𝑚𝐷𝐷 + 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡� = ��𝑘𝑘𝑅𝑅 + 𝑘𝑘𝑁𝑁𝑁𝑁𝑘𝑘𝑃𝑃𝑁𝑁
𝑘𝑘𝑁𝑁𝑁𝑁+𝑘𝑘𝑃𝑃𝑁𝑁

� /�𝑚𝑚𝐷𝐷 + 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡� (4.e) 

𝜁𝜁𝑃𝑃𝑆𝑆 = 𝑐𝑐𝑃𝑃𝑆𝑆/(2𝑚𝑚𝐷𝐷𝜔𝜔𝐷𝐷) = 𝑐𝑐𝑃𝑃𝑆𝑆/(2�𝑘𝑘𝐷𝐷𝑚𝑚𝐷𝐷) (4.f) 

where μD is the mass ratio of the KDamper additional mass. The positions regarding the extended version of 
KDamper (EKD), and the EKD equipped with an inerter are exactly the same as with the KDamper. The EKDI is 
presented in Figure 1 where an inerter is implemented, connecting the nacelle directly with the WT tower. The 
inertance coefficient is expressed as follows: 

𝜇𝜇𝑏𝑏 = 𝑚𝑚𝑏𝑏/𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡 (5) 

where μb is the inertance mass ratio. In order for the proposed configuration to be realistic, the design of the 
KDamper-based designs foresees variation in all the stiffness elements to ensure that the system remain statically 
and dynamically stable: 

(1 − 𝜀𝜀𝑅𝑅)𝑘𝑘𝑅𝑅 + (1−𝜀𝜀𝑃𝑃𝑁𝑁)𝑘𝑘𝑃𝑃𝑁𝑁(1+𝜀𝜀𝑁𝑁𝑁𝑁)𝑘𝑘𝑁𝑁𝑁𝑁
(1−𝜀𝜀𝑃𝑃𝑁𝑁)𝑘𝑘𝑃𝑃𝑁𝑁+(1+𝜀𝜀𝑁𝑁𝑁𝑁)𝑘𝑘𝑁𝑁𝑁𝑁

= 0 (6) 

As a result, the stiffness elements kPS and kR, result from Equations (4.e, 6) as a function of f0, and kNS. Therefore, 
assuming that the mD, and the values of the stability factors εNS, εPS, and εR are supposed known, the free design 
variables sought in the optimization are: 

1) the nominal frequency f0;
2) the value of the negative stiffness (NS) element kNS;
3) the value of the damping coefficient cNS);
4) the value of the inerter b;
For the optimization process, the Harmony Search (HS) algorithm, a novel metaheuristic algorithm is used [40].

3.2 Realization of the negative stiffness element 
Based on the proposed configuration for the realization of the negative stiffness element in [23] and [41], with 

pre-compressed springs, an alternative mechanism is hereby described, as depicted in Figure 4. The negative 
stiffness spring kN is realized by a linear vertical spring with constant kH, which connects the additional mass mD 
and the structure by an articulated mechanism. Further information regarding the geometrical parameters of the 
proposed configuration presented in Figure 4.b, can be found in [23], the selection of which follows the procedure 
described also in [23]. The negative stiffness produced by the linear pre-compressed vertical spring, kH, is given 
by: 

𝑘𝑘𝑁𝑁𝑆𝑆 = 𝜕𝜕𝑓𝑓𝑁𝑁
𝜕𝜕𝑢𝑢𝑁𝑁𝑁𝑁

= −𝑘𝑘𝐻𝐻 �1 + 𝑐𝑐𝐼𝐼
1

(1−𝑢𝑢𝑁𝑁𝑁𝑁
2 /𝑎𝑎2)3/2� (7) 
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(a) (b) 
Figure 4. Schematic representation of the EKDI concept (a), and realization of the negative stiffness element (b). 

3.3 Statement of the optimization problem 
The purpose of the proposed vibration absorption configurations, based on the KDamper concept (KDamper, 

EKD and EKDI) is to enhance the dynamic performance of WT towers, by increasing the effective damping, and 
thus mitigate their dynamic responses. For the design to be realistic and efficient, at the same time, proper 
engineering criteria constraints and limitation must be applied in the system dynamic responses and free design 
variables, respectively. In particular: 

1) The top displacement of the WT tower uTOP is set as the objective function.
2) A geometric limitation is imposed, regarding the relative displacement between the additional oscillating

mass of the KDamper-based designs (mD) and the top of the WT tower, uD,REL=uD - uTOP. The upper limit of uD,REL 
is set equal to 1.5m, lower than half of the top diameter of the steel tower (3.84/2=1.92 m). 

3) Another geometrical limitation is the nacelle’s relative displacement with respect to the top of the wind
turbine tower, uNAC, REL=uNAC - uTOP. In order to ensure the effective operation of the WT, an upper limit of 0.5m is 
placed in the uNAC, REL. 

4) The additional mass of the KDamper-based designs should be within reasonable ranges, since large masses
constitute a major limitation, and are highly undesirable at the top of the wind turbine. For this reason, various sets 
of optimized EKDI parameters are selected for different values of the mass ratio μD, in the range [0.1 0.5] %, more 
than one order of magnitude smaller as compared to the TMD concept. 

5) The nominal frequency f0 varies in the range [0.1 2.0] (Hz).
6) The upper limit of the inertance mass ratio μb is set equal to 0.5.
7) The damping coefficients maximum value cPS for the KDamper, and cNS for the extended KDamper designs,

is set equal to 1000 kNs/m, which based on previous work of KDamper is a realistic value for a superstructure 
mass 403.22 tn, which in this case is the concentrated mass at the top, mtop. 

8) The NS element is realized with the proposed displacement-dependent configuration presented in section
3.2. The maximum (absolute) value is set equal to -50 kN/m per tn of structure mass, 50% lower as compared to 
the study of [23]; 

Finally, the limits of the free design variables are: a) the nominal frequency f0 (Hz) [0.1 2.0], b) the negative 
stiffness element kNS (kN/m) [-20000 -1], c) the damping coefficient cNS and cPS (kNs/m) [1 1000], and the inertance 
mass ratio μb [0 0.5]. 

3.4 Comparison approaches 
The considered comparison approaches selected to verify the effectiveness of the KDamper-based design 

concepts are the conventional TMD and the nacelle-isolation concept, presented thoroughly in section 2.1. The 
TMD system, consists of 3 elements, an additional mass, mD, a positive stiffness element, kD, and a linear damper, 
cD. The following positions concerning the TMD design are introduced, considering implementation at the top of 
the WT tower or inside the nacelle, as presented in Figure 1. 

𝜇𝜇𝐷𝐷 = 𝑚𝑚𝐷𝐷/𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡 (8.a) 

𝜔𝜔𝐷𝐷 = 2𝜋𝜋𝑓𝑓𝐷𝐷 = �𝑘𝑘𝐷𝐷/𝑚𝑚𝐷𝐷  (8.b) 

𝜁𝜁𝐷𝐷 = 𝑐𝑐𝐷𝐷/(2𝜔𝜔𝐷𝐷𝑚𝑚𝐷𝐷) = 𝑐𝑐𝐷𝐷/�2�𝑘𝑘𝐷𝐷𝑚𝑚𝐷𝐷� (8.c) 

where μD is the mass ratio of the TMD. The WT tower is a MDoF structural system, therefore the TMD design is 
not straightforward. The TMD tuning frequency is usually selected to be equal to the fundamental frequency, f1, 
of the primary structure. In order to verify that this approach is indeed optimum for the implementation of the 
TMD to a WT tower, the maximum top displacement over the TMD tuning frequency is illustrated in Figure 5, 
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for various values of the TMD damping ratio, and the aerodynamic load presented previously. 
The optimum value of the TMD frequency is indeed near the fundamental frequency of the uncontrolled WT, 

and more specifically in the range [0.9 1.3]f1. The optimum value observed from Figure 5a of the fD is 1.25 f1, and 
this value is adopted in this study for the optimum tuning of the TMD. It is observed that the damping ratio ζD of 
the TMD does not significantly affects uTOP of the controlled system. However, from Figure 5.b, it is clear that the 
TMD stroke is directly affected by the ζD. The μD of TMD is selected for the considered analysis as 5%. 

In order to optimally select the TMD damping ratio, ζD, the uTOP and the TMD stroke are plotted in Figure 6, 
over ζD, for various values of the TMD mass ratio μD. In this case, as stated previously, the TMD tuning frequency 
is selected to be equal to 1.25 f1, and is 0.396 Hz. It is observed that in the range of ζD [5 15] %, the maximum uTOP 
are minimized. However, for greater values of ζD over 15%, uTOP is not much affected. At the same time, from 
Figure 6.b it is observed that as ζD increased, the TMD stroke decreases, as expected. Therefore, ζD is selected 
equal to 30%, to mitigate the response of the WT tower, and at the same time retain the TMD stroke as small as 
possible. This value of ζD=30% is usually high for a large mass of μD=5%, but for the purpose of the comparison 
it can be adopted, as we are not interested in a realistic design, but a comparison basis. 

(a) (b) 
Figure 5. Maximum top tower displacement (a), and TMD stroke (b) over nominal frequency ratio fD/f1, for 
various values of ζD. 

(a) (b) 
Figure 6. Maximum top tower displacement (a) and TMD stroke(b) over ζD, for various values of the μD. 

Figures 7.a, b present the effect of μD, to the system main dynamic responses, i.e. uTOP, and the TMD stroke. In 
addition, the effect of the implementation of the TMD to the ζeff of the WT tower is examined. In order to calculate 
the exact value of ζeff, the system is subjected to a free vibration with initial conditions, according to the first modal 
eigenform of the uncontrolled WT. The initial condition of the TMD’s DoF is selected to be equal to the one at 
the top of the WT. The ζeff is calculated according to the logarithmic rule, Equation (9) where T is the time between 
two consecutive peaks of uTOP. Figure 7.c presents the effect of μD to the ζeff. 

ln � 𝑢𝑢𝑇𝑇𝑇𝑇𝑃𝑃(𝑡𝑡)
𝑢𝑢𝑇𝑇𝑇𝑇𝑃𝑃(𝑡𝑡+𝑇𝑇)

� = 2𝜋𝜋𝜁𝜁𝑒𝑒𝑒𝑒𝑒𝑒

�1−𝜁𝜁𝑒𝑒𝑒𝑒𝑒𝑒
2 (9) 
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 (a) (b) (c) 
Figure 7. Effect of the TMD mass ratio μD to the top tower displacement(a), the TMD stroke (b), and the effective 
damping of the controlled system (c). 

The increase of the additional mass ratio, μD, greatly affects the top tower dynamic response, as expected. It is 
observed that as the μD increases the effect to the top displacement decreases. Furthermore, the mass ratio affects 
linearly the improvement of the TMD stroke, and the increase of the effective damping of the controlled system. 
Regarding the nacelle-isolation concept, the design parameters are the positive stiffness element kD, and the 
artificial damper cD. Based on the geometrical limitation presented for the KDamper-based designs, that the nacelle 
relative to the top of the tower displacement to be lower than 0.5 m, in order to have an equal comparison basis, 
the same constraint applies for the nacelle isolation concept. Furthermore, the maximum value of the cD is set to 
be equal to 1000 kNs/m, as in the KDamper-based designs. Parametric analyses are conducted and plotted in Figure 
8, in order to select the optimum system parameters, reported in Equations (10). 

𝜔𝜔𝐷𝐷 = 2𝜋𝜋𝑓𝑓𝐷𝐷 = �𝑘𝑘𝐷𝐷/𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡  (10.a) 

𝜁𝜁𝐷𝐷 = 𝑐𝑐𝐷𝐷/(2𝜔𝜔𝐷𝐷𝑚𝑚𝐷𝐷) = 𝑐𝑐𝐷𝐷/�2�𝑘𝑘𝐷𝐷𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡� (10.b) 

In Figure 8.a, the nacelle, relative to the top tower, displacement, uNAC, REL is plotted over the tuning frequency 
fD. It is observed that the tuning frequency of the nacelle-isolation concept is around 0.6 Hz, applying the constraint 
that the upper limit of the uNAC, REL is set to be equal to 0.5 m.  

The damping ratio ζD does not affect the uNAC, REL, as observed in Figure 8.a, but significantly affects uTOP, which 
is the minimization goal of all the proposed vibration control strategies. For this reason, the damping ratio is 
selected to be equal to the upper limit (cD,max=1000 kNs/m). The optimal system parameters of the nacelle-isolation 
concept therefore are fD=0.556 Hz (limit case where uNAC, REL=0.5 m), and ζD=35.5 %. 

(a) (b)  
Figure 8. Nacelle-isolation design. Tuning frequency (a) and damping ratio (b). 

4. Numerical application – optimization results

In this section, the KDamper-based designs are implemented for vibration control in the considered WT. The
optimal system parameters are selected following the optimization procedure described previously in section 3.3 
of this paper. The parameters of the KDamper, EKD, and EKDI system are presented in Tables 2-4, respectively. 

The WT tower dynamic responses and ζeff are illustrated in Figure 9, over the KDamper-based designs μD, 
considering the optimized KDamper, EKD and EKDI vibration control configurations. In addition, the dynamic 
behavior of the nacelle is of great importance to the performance of the WT, and is greatly influenced by the 
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nacelle’s angle of deflection, angular velocity, and relative (to the base) velocity. The aforementioned response 
variables of the nacelle, of the controlled system with KDamper, EKD, and EKDI are illustrated in Figure 10, over 
the μD of the respective system. Finally, the relative displacement of the additional mass, mD, and the NS element 
stroke of all the KDamper-based designs are plotted in Figure 11, over the additional mass ratio, μD. 

Table 2. KDamper components. 
μD (%) f0 (Hz) kNS (kN/m) cPS (kNs/m) kPS (kN/m) kR (kN/m) 

0.1 0.547 -3558.16 993.13 6714.58 12343.34 
0.2 0.557 -3492.81 966.73 6472.92 12538.02 
0.3 0.547 -3674.95 931.00 7006.28 12514.36 
0.4 0.550 -3371.66 831.60 6227.71 12181.48 
0.5 0.548 -3504.47 989.40 6564.08 12326.82 

Table 3. Extended KDamper (EKD) components 
μD (%) f0 (Hz) kNS (kN/m) cNS (kNs/m) kPS (kN/m) kR (kN/m) 

0.1 0.541 -9501.00 986.08 32385.78 18103.61 
0.2 0.532 -9335.64 968.12 32313.48 17638.61 
0.3 0.532 -8822.59 996.64 28789.43 17240.72 
0.4 0.532 -8758.40 963.99 28341.94 17201.80 
0.5 0.523 -8668.35 993.72 28732.58 16783.15 

Table 4. Extended KDamper equipped with inerter (EKDI) components. 
μD (%) f0 (Hz) kNS (kN/m) cNS (kNs/m) μb (%) kPS (kN/m) kR (kN/m) 

0.1 0.551 -12543.61 997.34 0.498 58079.07 20829.40 
0.2 0.545 -10395.09 986.69 0.496 38285.04 19015.52 
0.3 0.544 -10380.34 960.28 0.497 38435.78 18938.34 
0.4 0.538 -8995.40 939.73 0.493 29242.48 17618.43 
0.5 0.540 -9086.47 996.11 0.497 29604.58 17772.91 

(a) (b) (c) 
Figure 9. Optimization results for KDamper, EKD and EKDI. uTOP (a), ζeff (b), and VBASE (c). 

(a) (b) (c) 
Figure 10. Optimization results for the KDamper, EKD and EKDI. Nacelle’s angle of deflection (a), angular 
velocity (b), and relative (to the base) velocity (c). 

In order to assess the effectiveness of the proposed absorbers, their performance is compared to a TMD and the 
nacelle-isolation concept, presented in section 2.1, and optimized for the specific implementation as presented in 
section 3. More specifically, the TMD has an μD of 5%, its nominal frequency is tuned to 1.25f1, and ζD is selected 
as 30%. The nacelle isolation concept is tuned to fD=0.556 Hz, and the value of its cD is equal to 1000 kNs/m. The 
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maximum values of the dynamic responses and the ζeff of all the considered vibration control systems are collected 
in Table 5. Regarding the KDamper-based designs, the presented results concern the optimized sets of parameters 
with an μD of 0.1%. The KDamper-based designs manage to greatly improve the dynamic behavior of the WT 
tower. The ζeff of the WT tower increases up to 10% with the EKDI system. The nacelle’s dynamic response 
variables are also improved, with the exception of the nacelle’s relative velocity, where a slight increase is 
observed. In addition, EKD and EKDI, greatly reduce the uNS and uD, making the configuration design more 
realistic. The dynamic responses of the WT tower and the nacelle’s response variables, considering the TMD, the 
nacelle-isolation, and EKDI are illustrated in Figures 12, 13, respectively. Finally, the time history of the uNS and 
uD are illustrated in Figure 14 for all the KDamper-based designs. 

(a) (b) 
Figure 11. Optimization results for the KDamper, EKD and EKDI. uD (a), and uNS (b). 

(a) 

(b) 

(c) 

Figure 12. Dynamic responses of the controlled WT: top tower displacement due to the aerodynamic load (a), top 
tower displacement considering a free vibration with initial conditions (b), and base shear due to the aerodynamic 
load (c). 
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Table 5. Maximum values of the WT tower’s effective damping ratio, ζeff, dynamic responses of the WT tower 
and the respective control system, and the nacelle’s response variables. 

Dynamic Control system 
Uncontrolled TMD Nacelle-isolation KDamper EKD EKDI 

uTOP (m) 1.471 1.429 1.4167 1.436 1.394 1.377 
ζeff (%) 1 2.68 7.82 6.14 8.55 9.81 

VBASE (kN) 2677.6 2308.6 2547.1 2620.7 2512.3 2487.5 
θ (˚) 1.424 1.391 1.368 1.391 1.347 1.331 

dθ/dt (˚/sec) 1.484 1.451 1.238 1.375 1.272 1.314 
duNAC/dt (m/sec) 1.448 1.406 1.703 1.740 1.652 1.647 

uD (m) - 0.701 0.500 1.020 0.198 0.136 
uNS (m) - - - 1.020 0.670 0.629 

(a) 

(b) 

(c) 

Figure 13. Nacelle’s response variables of the controlled WT angle of deflection (a), angular velocity (b), and 
relative (to the base) velocity (c), due to the aerodynamic load. 

5. Concluding remarks

In this paper, three dynamic vibration absorber options are examined for improving the WT tower dynamic
behavior and increasing the effective damping, i.e. the conventional TMD, the nacelle-isolation concept, and three 
KDamper-based designs. A wind turbine of 5MW supported by a steel tower of 120 m was analyzed under a 
horizontal aerodynamic load due to the wind. The vibration mitigation approaches are presented, along with the 
dynamic model of the WT tower. The developed model is an assemblage of prismatic beam elements, the validity 
of which is verified based on a comparison with a commercial software package on FEM. The aerodynamic load 
is taken into account by generating artificial basic wind velocities applying the corresponding regulations of EC1, 
Part1,4. The TMD and the nacelle-isolation concepts, are optimally design for the specific implementation for the 
protection of the WT tower. An engineering-criteria optimization procedure is followed for the design of the 
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KDamper-based configurations. The NS element is realistically designed with a displacement-dependent 
configuration. Based on a comparison with a conventional TMD, and the proposed nacelle-isolation concept, the 
KDamper designs manage to significantly increase the effective damping, and thus mitigate the WT dynamic 
responses, with small additional masses and a realistically designed configuration. Finally, the following 
conclusive comments can be made: 

1) The dynamic model of the WT tower developed here is serviceable due to the fact that it can incorporate
easily each of the considered vibration absorption concepts, and the validity of the proposed formulation is verified 
as compared with a commercial software package based on FEM. 

2) The increase of the effective damping of the WT tower is much greater with the implementation of the
KDamper-based designs (6.14%, 8.55%, 9.81%), compared to that with a TMD (2.68%) with an additional mass 
of 5%, and the nacelle-isolation concept (7.82%).  

3) The KDamper-based configurations are much more effective than the conventional TMD approach,
employing a small additional mass of only 0.1%, 50 times lower compared to the TMD’s. 

4) Regarding the dynamic behavior of the WT tower, the KDamper-based concepts provided the best results
followed by the TMD concept and the nacelle-isolation concept. More specifically, the tower’s top displacement 
is reduced 2.38%, 5.23% and 6.39% with the KDamper-based concepts (0.1% mass ratio), 2.86% with the TMD 
concept (5% mass ratio) and 3.69% with the nacelle-isolation concept and the shear force of the tower is reduced 
2.12%, 6.17% and 7.10% with the KDamper-based concepts, 13.78% with the TMD concept and 4.87% with the 
nacelle-isolation concept. 

5) The use of a TMD has a small influence on the nacelle’s response variables. The KDamper-based concepts,
and the nacelle-isolation concept improve all the response variables of the nacelle, except for the maximum value 
of the nacelle’s velocity which in the first peak of the dynamic response present a slight increase.  

6) The proposed extensions of KDamper manage to significantly decrease the NS element stroke, making the
device’s design more realistic. 

7) The addition of the inerter in the EKD configuration has a beneficial impact in the overall dynamic behavior
of the WT. 

According to the comments made above, the KDamper-based designs can provide a realistic alternative to the 
existing vibration absorption design options in WT towers, providing a great increase to the tower’s damping as 
well as improving the dynamic performance both of the nacelle and the WT tower. The reliability and simplicity 
of the system are also advantages that render the device suitable for various technological implementations and 
competitive against other vibration absorption designs. 

(a) 

(b) 

Figure 14. KDamper-based designs responses NS element stroke(a) and relative displacement of the oscillating 
mass with the top of the WT tower (b), due to the aerodynamic load. 
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Appendix A: Formation of the DVA submatrices 

A.1 TMD
The controlled system has (N+1) dynamic DoFs, where N indicates the number of prismatic beam elements

simulating the WT. The submatrices Equations (3) are expressed as follows: 

�𝑀𝑀𝑛𝑛,𝑎𝑎� = [0]𝑁𝑁×𝑁𝑁 �𝑀𝑀𝑛𝑛,𝑏𝑏� = �𝑀𝑀𝑛𝑛,𝑐𝑐�
𝑇𝑇 = {0}𝑁𝑁×1 𝑀𝑀𝑛𝑛,𝑑𝑑 = +𝑚𝑚𝐷𝐷 = +𝜇𝜇𝐷𝐷𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡 (A.1.1) 
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0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ +𝑘𝑘𝐷𝐷

�
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�𝐾𝐾𝑛𝑛,𝑏𝑏�
𝑇𝑇 = �𝐾𝐾𝑛𝑛,𝑐𝑐� = [0 ⋯ −𝑘𝑘𝐷𝐷]1×𝑁𝑁 𝐾𝐾𝑛𝑛,𝑑𝑑 = +𝑘𝑘𝐷𝐷 (A.1.2) 
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𝑇𝑇 = �𝐶𝐶𝑛𝑛,𝑐𝑐� = [0 ⋯ −𝑐𝑐𝐷𝐷]1×𝑁𝑁 𝐶𝐶𝑛𝑛,𝑑𝑑 = +𝑐𝑐𝐷𝐷 (A.1.3) 

A.2 Nacelle-isolation
The controlled system has (N+1) dynamic DoFs. The submatrices Equations (3) are expressed as follows:

�𝑀𝑀𝑛𝑛,𝑎𝑎� = �
0 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ −𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡

�
𝑁𝑁×𝑁𝑁

�𝑀𝑀𝑛𝑛,𝑏𝑏� = �𝑀𝑀𝑛𝑛,𝑐𝑐�
𝑇𝑇 = {0}𝑁𝑁×1 𝑀𝑀𝑛𝑛,𝑑𝑑 = +𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡 (A.2.1) 
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A.3 KDamper
The controlled system has (N+2) dynamic DoFs.  The submatrices Equations (3) are expressed as follows:
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A.4 EKD
The controlled system has (N+2) dynamic DoFs.  The mass terms as the same as the Kdamper (A.3.1). The

stiffness and damping submatrices Equations (3) are expressed as follows: 
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A.5 EKDI
The only difference with the EKD is the addition of the inerter. The submatrices that differ from A4 are:
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Genetic Algorithm Designed for Stability of Slope Analysis 

ABSTRACT

In this study, a real-coded genetic algorithm (GA) is used to calculate the factor of safety for soil 
slopes using the wedge method. The purpose of the problem is to solve the nonlinear equilibrium 
equation and determine the safety factor as a restricted optimization problem. The findings are 
compared to those previously published in the literature. The sensitivity analysis of the GA 
optimization technique is shown in terms of the evolution of the failure surface. In a single run, the 
GA discovers a number of failure surfaces as well as the suitable factor of safety. The shape of the 
failure wedge was discovered to be dictated by the slope angles when all other factors were held 
constant.

Keywords: Slope stability, analysis, genetic algorithm

INTRODUCTION

The stability of slope is one of the most important problems in stability analysis of geomechnics. 
Out of various methods (finite element analysis, limit analysis), limit equilibrium method is widely 
used for its simplicity form and the results found to be close to that rigorous methods. The limit 
equilibrium method is taken as 2-D plane strain problem with no variation in geometry, material 
and surcharge in direction parallel to the crest of the slope. The problem lies in finding out the 
critical failure surface and its corresponding factor of safety (FOS). The above concept has given 
rise to consider it as an optimization problem (Basudhar, 1976; Baker, 1980).

The development of limit equilibrium as optimization is straight forward, consisting of (i) 
development of objective function and (ii) selection of optimization technique. Development of 
objective function is based on different stability analysis method for the sliding mass of the 
slope. The different methods in use for this are Bishop, Janbu, Spencer, Morgenstern & Price, 
Chen & Morgenstern, Sharma etc. (Abramson et al., 2002). The stability analysis methods 
basically differ from one another in the hypothesis assumed in order to satisfy the equilibrium 
conditions of the potential sliding mass. It has been proved that all these methods, if used respecting 
the basic hypothesis, gives satisfactory results.

Different sophisticated optimization techniques have been used to search for the critical slip surface, 
are calculus of variation, linear programming, nonlinear programming and dynamic programming. 
The variational technique cannot be applied to heterogeneous soil, and as the stability analysis 
equation is nonlinear, linear programming has not been widely accepted. Dynamic programming 
has the difficulty in dimensionality, so the nonlinear
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unconstraint optimizations like Nelder Meade, Hookes & Jeeve & Powells Conjugate direction 
method, steepest descent, Fletcher-Reeve (FR), Davidon,- Fletcher – Powel(DFP), Broydon-
Fletcher-Goldfarb-Shanno (BFGS) have been widely used. Many practical slope problems are not 
convex (De Natale, 1991), there by having multiple optima. All the above optimization techniques 
are initial point dependant and there is a need to analyze with wide separated points. It is usually 
not possible to find global minimum except in special cases (De Natale, 1991).

To avoid the difficulty in finding out the global minima, evolutionary methods such as genetic 
algorithm is being used, which is more robust in finding out the optimal solution in many complex 
problems (Goldberg, 1989). Goh (1999) has used GA to find out the critical surface and the factor 
of safety using method of wedges. McCombie and Wilkinson (2002) used Bishop’s simplified 
method and Sabhahit et al. (2002) have used Janbu’s method to search for the critical surface using 
GA. In the above studies GA could find better solution compared to other traditional optimization 
tools.

With the above in view, in this study a real-coded GA has been used to find out the critical failure 
surface and the corresponding factor of safety for three wedge method. The real-coded GA has 
several advantages over binary coded GA (Deb, 2001) and three-wedge method is widely used for 
stability analysis of mine spoils (Huang, 1983).

METHODOLOGY

The analysis of the problem can be considered in two stages: (i) development of objective function 
and (ii) the application of GA in solving the objective function.

Development of objective function

In the present study, the three-wedge method for stability analysis of slopes (Huang, 1983) is 
used for the development of objective function. This is a force equilibrium method and 
development of the equations used for the analysis is described in details in Huang (1983).

Figure 1. The free-body diagram for three-wedge method

Figure 1 shows the free-body diagram showing the forces on each block. There are total six (6) 
unknowns (P1,
P2, N1, N2, N3 and factor of safety, F) which can be solved by six equilibrium equations, two for 
each block. The F can be found out by solving the nonlinear equation as shown in Eq. 1 
(Huang, 1983). There are different iterative methods to solve Eq. 1. However, there are some 
problems in solving such equation using the iterative methods (Bhattacharya and Basudhar, 
2001), which is inherent in all numerical techniques. So in the present study the Eq. 1 is solved 
using optimization method.
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(1)

Where

ru = pore pressure parameter, W3 = weight of the 3rd wedge, Cs is horizontal seismic acceleration
coefficient and
P1, P2, N1, N2, N3 are as shown in Fig. 1.
The optimization method may be described as finding out the minimum factor safety which 
satisfies the Eq. 1 and in mathematical programming form it can be written as:
Min F:
Subjected to

(2)

The variables (design vectors) are l1, l2, l3, N1, N2, N3 and F and the application dependent input 
parameters are
slope angle (b), cohesion (ci), height of slope (H), angle of internal friction (f) pore pressure 
parameter ru) and
seismic acceleration coefficient Cs
In order to ascertain that the shape and location of the slip surface are physically reasonable and 
kinematically compatible, the following constraints need to be imposed on the choice of design 
variable. As per physically condition it is found that the direction of the Ti should be positive 
(Huang, 1983), and the kinematical conditions are applied for the geometry of the failure surface.

(3)

(4)

b3 q1
(5)

Ti³0.0; i = 1, 2, 3 (6)

Genetic algorithm
The GA is a random search algorithm based on the concept of natural selection inherent in 
natural genetics, presents a robust method for search for the optimum solution to the complex 
problems. The algorithms are mathematically simple yet powerful in their search for 
improvement after each generation (Goldberg, 1989). The artificial survival of better solution 
in GA search technique is achieved with genetic operators: selection, crossover and 
mutation, borrowed from natural genetics. The major difference between GA and the other 
classical optimization search techniques is that the GA works with a population of possible 
solutions; whereas the classical optimization techniques work with a single solution. Another 
difference is that the GA uses probabilistic transition rules instead of deterministic rules. The 
GA that employs binary strings to represent the variables (chromosomes) is called binary-coded 
GA. The binary-coded GA consists of three basic operators, selection, crossover or mating, 
and mutation, which are discussed as follow. In the selection procedure, the chromosomes 
compete for survival in a tournament selection, where the chromosomes with high fitness values 
enter the mating population and the remaining ones die off. The selection probability (Ps) 
determines the number of chromosomes to take part in tournament selection process. The 
selected chromosomes form an intermediate population known as the mating population, on 
which crossover and mutation operator is applied. The selected
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chromosomes are randomly assigned a mating partner from within the mating population. 
Then, a random crossover location is selected in any two parent chromosomes and the genetic 
information is exchanged between the two mating parent chromosomes with a certain mating 
probability (Pc), giving birth to a child (new variable) or the next generation. In binary-coded GA, 
mutation is achieved by replacing 0 with 1 or vice versa in the
binary strings, with a probability of Pm. This process of selection, crossover, and mutation is 
repeated for many generations (iterations) with the objective of reaching the global optimal 
solution. The flow chart of the general solution procedure of GA is depicted in Figure 2.

Figure 2. Flow chart for working principles of genetic algorithm
In the present analysis, a real- coded GA has been used, in which there is no need of coding and 
decoding the design variables. The real- coded GA with simulated binary crossovers (SBX), 
polynomial mutations and a tournament selection type of selection procedure have been used, 
details of which are available in Deb (2001). The GA was implemented using pseudo code 
available as freeware at
http://www.iitk.ac.in/mech/research_labs.htm.
The GA has an inherent limitation of not being able to handle the equality constraints. The equality 
constraints need to be converted to inequality constraint using a dummy variable e (0.001 is 
considered for the present study) in the GA formulation and the revised constraint is written as in 
Eq.7-11. So the total objective function and the corresponding constraints can be written as

(7)

Subject to:

(8)
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(9)

b3 q1 (10)

Ti³0.0; i = 1, 2, 3 (11)

The common method of handling the constraints is by penalty function method. However, in the 
present study the following method (Deb, 2001) is used for constraint handling.

The method uses tournament selection as the selection operator and two solutions are compared at a 

time. Any feasible solution is preferred to any infeasible solution;

Among two feasible solutions the one having better objective function is preferred and among two 
infeasible solutions, the one having smaller constraint violation is preferred.

Thus, at any iteration, the infeasible solutions are not computed for objective function if some feasible 
solutions are present, which helps in reducing the computational effort.

For the present study the GA parameters of the crossover probability (Pc) varied from 0.58 to 0.78 and 
the
mutation probability (Pm) 0.21 to 0.41.
RESULTS & DISCUSSION
Three field problems (Problem I, Problem II and Problem III) as discussed in Jade and Shankar 
(1995) were considered for the present study. The three dry slopes with its geometry, soil parameter 
and the corresponding critical factor safety using Bishops simplified method is shown in Table 1. 
Unlike previous GA studies, in this study the fitness is considered as the objective function itself. As 
tournament selection is used, so the minimum value is the winner. The variation of the fitness function 
(objective function) with generation number is shown in Figure 3. It can be seen that the best 
fitness (minimum objective function) is almost constant after 100 generation. However, there is 
sufficient diversity in the results as observed from average fitness and worst fitness. The results of 
the present study are compared with the results of Jade and Shankar (1995). As it can be seen from 
Table 1 that for all the three cases the factor of safety obtained by the present study is less than that 
obtained by Bishop’s simplified method. Though, it can be pointed out that the Bishop’s simplified 
method assumes circular slips surface, where as the present study assumes the wedge failure. So it 
was observed that though the factor of safety is similar the slip surface was different and the 
above observations have been observed by other studies in slope stability analysis.
Figure 4, 5 and 6 shows the different failure surface along with the critical surface for the Problem I, II 
and III respectively. Unlike traditional optimization problem, working with GA has the advantages of 
storing a number of solutions close to the optimum value, along with the optimum one. This will help in 
finding the variability of the FOS over the slope (Baker and Leshchinsky, 2001). It can be observed 
that for the Problem I and II, the critical failure surface is almost single wedge. This may be due to the 
fact that both the problems may be
considered as steep slope b = 780 and 650 respectively). The critical surface in Problem III (b = 45o) 
shows a two wedge failure surface. To study the effect of slope angle on the type of failure wedge, 
Problem II was solved
for different slope angle and the results are shown in Figure 7. It can be seen that when b = 65o the 
critical failure surface is single wedge and as the slope angle reduces the failure wedge changes 
to two wedges and subsequently to three wedges. This may help in choosing the type of wedge 
analysis depending upon the slope angle.
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Figure 3. Variation of the fitness of the objective function with generation number

Table 1. Comparisons of results of present study with Jade and Shankar (1995) 
H (m) b c (kN/m2) f g (kN/m3) ru Cs F1 F2

Problem I 8.3 780 7.5 280 19.04 0.0 0.0 0.92 0.663

Problem II 3.8 650 7.5 280 19.04 0.0 0.0 1.30 1.178
Problem III 11.6 450 15.0 220 19.10 0.0 0.0 1.15 1.13

1 Jade and Shankar (1995); 2 Present study

Figure 4. Different failure surfaces along with the critical failure surface for Problem I
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Figure 5. Different failure surfaces along with the critical failure surface for Problem II

Figure 6. Different failure surfaces along with the critical failure surface for Problem III
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Figure 7. Variation of type of critical failure surface with different slope angle for Problem II

Sensitivity Analysis

Like NLP optimization methods, population based algorithms first optimizes the parameter 
which is the most sensitive to the objective function (Marseguerra et al. 2003). Marseguerra et 
al. (2003) have shown that for GA, the sensitivity of the parameter can be correlated with 
square of coefficient of variation. The coefficient of variation is defined as the ratio of the 
standard deviation to the mean of the population. The parameter which is the most sensitive 
should quickly converge to low value of square of coefficient of variation with generation. 
The behavior of square of coefficient of variation with generation is shown in Figure 8. It can be 
seen that the
GA first optimize the material parameter FOS. The sensitivities of the geometric terms are in the 
order as, q3, l3,
q2, l2, q1, and l1. It can be seen that GA tries to first minimize the angle and then the 
corresponding length of wedge. Malkawi et al. (2001) through Monte Carlo simulation observed 
that the minimization of factor of safety is achieved by gradual fixing of failure segments.
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Figure 8. Variation of type of square of coefficient variation with generation number
CONCLUSIONS
In this paper, application of genetic algorithm in analyzing soil slopes using three-wedge method was 
discussed. The factor of safety obtained by the present study for three cases was less than that 
obtained by Bishop’s simplified method. Unlike traditional optimization problem, working with GA 
has the advantages of storing a number of solutions close to the optimum value, along with the 
optimum one. This will help in finding the variability of the FOS over the slope. The number of 
failure wedge at critical condition found to depend upon
the slope angle. The sensitivities of the geometric terms in terms of minimizing the FOS are in the order 
as, l3,
q3, q1, l1, q2, and l2.
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Abstract: For estimating the design seismic forces applied to a bridge structure, the response modification factor 
(R factor) is a critical quantity. This component takes into account the nonlinear behaviour of bridges when 
severe ground vibrations occur. To withstand earthquake forces, traditional bridge systems rely on substructure 
components. As a result, depending on the kind of bridge substructure system, R factors are accessible in the 
design codes. In the longitudinal direction, the lateral load resisting system of Integral Abutment Bridges (IABs) 
is more sophisticated than that of standard bridges. In addition to the current stiff link between the superstructure 
and abutments, it includes contributions from soils behind the abutments and soil/structure interaction (SSI). 
There is no R factor for IABs in the longitudinal direction that takes into account all of these characteristics in any 
design code anywhere in the globe. In this study, the R factor for IABs was calculated using the FEMA P695 
technique published by the Federal Emergency Management Agency. In the longitudinal direction, it was 
discovered that 3.5 might be a safe and valid R factor for seismic design of such bridges.
Keywords: Response modification factor; Integral abutment bridge; Seismic design; FEMA P695; Soil/Structure 

interaction. 

1. Introduction

For many years, long span bridges were mainly designed and constructed as multiple simply supported spans 

until the moment distribution method was published in 1930 and facilitated the analysis of continuous spans and 

rigid frame bridges [1]. The integral abutment bridge (IAB) also benefits from continuity in a different way, namely 

between the superstructure and substructure, very similar to an arch bridge. This continuity eliminates the need for 

expansion joints at the abutments and due to extensive and costly problems associated with these joints, IABs are 

becoming a bridge system of choice throughout the world. The integration of abutment and deck speeds up the 

construction process of IABs and especially the accuracy required to install bearing  devices. The maintenance 

costs of expansion joint devices are no longer of concern for IABs and less damage is expected to the structure as 

cars pass over the bridge. Also, in an earthquake, the unseating of the deck, which is a major problem in 

conventional bridges, is eliminated for IABs. Despite many advantages, secondary stresses due to thermal, 

shrinkage and creep are more of a concern for IABs. In general, the analysis of IABs is very complex and involves 

an indeterminate structure with soil/structure interaction (SSI) in its fullest form. The SSI should encompass 

soil/pile and soil/abutment and near/far field soil effects. Many researchers have worked on this complex SSI 

problem and suggested simplified analysis techniques for IABs under gravity, thermal and seismic actions [2-8]. 

The response modification factor (R factor) is a crucial parameter for calculating the design earthquake forces 

of a bridge structure in the code specified linear seismic analysis procedures such as equivalent static load and 

response spectrum analyses [9]. This factor considers the nonlinear performance of bridges during strong ground 

motions. Conventional bridge structures rely on the substructure components to resist earthquake forces. 

Accordingly, there are R factors available in the design codes like AASHTO [9] based on the type of substructure 

system. The lateral force resisting system (LFRS) of IABs in the longitudinal direction is more complex than 

ordinary bridges. This is because of the lateral stiffness contribution from many components like the deck, 

abutments, piles, near field soils in the active and passive states, and soil inertia in the farfield and the interaction 

between them. There is no R factor available in any design code throughout the world for seismic design of IABs 

in the longitudinal direction that considers all the above parameters. This is mainly because an accurate analytical 

nonlinear analysis of these bridges under seismic actions is a hard task. In addition, the actual measured seismic 

responses of these bridges are only available in limited cases.  
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Note that the transverse seismic response of IABs is very similar to conventional bridges with abutment walls 

resisting the seismic forces. Hence, in the transverse direction the available bridge design code prescribed R factors 

can be used with confidence.  

 This paper uses a nonlinear finite element (FE) analysis model that can capture the interaction between soils 

and all the structural components to analyze the IABs under gravity and seismic loading. In addition, the new 

FEMA P695 [10] methodology has been used to estimate the R factor for seismic design of IABs in the longitudinal 

direction.   

2. Literature review

Seismic behavior of integral abutment bridges by considering soil-pile-abutment interaction has been the focus 

of research for the past two decades. Erhan and Dicleli [2] have shown that using loose sand around piles that are 

oriented to bend about their weak axes and abutment height less than 4 m without compaction of backfill results 

limited forces on abutment. In a parametric study of integral abutment bridges, Civjan et al. [3] have shown that 

IABs behavior is greatly affected by soil parameters and analysis procedure of structure. It was found that soil 

characteristics might change over time and after several cycles of loading and unloading of the bridge. Another 

study by Spyrakos et al. [4] have shown the importance of SSI and soil properties on the seismic behavior of IABs. 

Itani and Pekcan [5] have investigated the behavior of IABs with steel plate girders which led to the development 

of design recommendations. One of their most important findings was that the pile axis orientation is insignificant 

in the longitudinal behavior of IABs, because it is controlled by soil-abutment interaction. Another important 

finding was that the seismic performance of integral abutment bridges is better than the conventional seat type 

abutment bridges in terms of overall displacement. Also, a formulation for damping of IABs resulting to about 6% 

damping ratio for steel girder IABs in the longitudinal was recommended.  

More recently, Mahjoubi and Maleki [6,7] have developed a new approach for considering embankment static 

and dynamic active and passive pressures on retaining walls and bridge abutments including IABs. As a result, an 

appropriate length of embankment finite element model length that minimizes the radiation damping effects has 

been found. In their study, about 4 times the abutment height for extension length of soil behind abutments was 

suggested. In their new approach in finite element modeling of IABs, soil pile structure interaction involving both 

near field and far field soil responses was considered. This method is practical for design purposes, resulting that 

nonlinearity of piles and soil are significant in analyzing of this system.  

Experimental studies on collapse assessment of H-piles under abutment of IABs are very rare, however, 

Burdette et al. [8] have studied several steel piles driven into clay and noted that that H-piles have high levels of 

ductility while proposing 0.1 radians as the collapse margin for steel H-piles. Itani and Peckan [5] also have 

reported 0.1 radians as an appropriate collapse margin rotation for H-piles in their report. 

3. FEMA methodology in brief

According to FEMA P695 [10], finding the right R factor for a structural system is a trial-and-error process. A 

trial R factor of 3.5 was initially selected for the IABs of this research. This value is justified because the 

longitudinal behavior of IABs is very similar to bents with vertical piles and AASHTO [9] recommends the use of 

3.5 for these systems. In the next step, several so-called archetype structures should be developed and designed, 

such that they can cover all possible geometries and properties that IAB systems in practice might have (e.g., 

variety of abutment heights, embankment soil properties, etc.). In addition, the potential nonlinearities in the 

structural system under earthquake loading should be identified and considered in structural modeling and analysis 

of archetypes. After performing an incremental dynamic analysis (IDA) on each archetype using 22 prescribed 

far-field ground motions the values of collapse margin ratios (CMRs) are obtained. The ratio of the median collapse 

intensity to the maximum considered earthquake (MCE) intensity defines the CMR. Pushover analyses are also 

performed to determine the overstrength and ductility factor for each archetype. These are needed to calculate the 

spectral shape factors (SSFs). Then the adjusted collapse margin ratios (ACMRs) are calculated by multiplying 

CMRs and SSFs. The initial R factor is acceptable only if the individual and average ACMRs meet the safety 

criteria set in the standard, otherwise R factor is adjusted and the procedure is repeated. 

The archetypes considered in this study are among the most used IABs in practice. They consist of single span 

and two span continuous bridges with varying span lengths, soil properties and abutment wall heights. In two-span 

continuous IABs, the superstructure was considered to be roller supported on the piers. The abutment wall heights 

were of two types: a 7 m wall type and a 3 m stub type. Two types of embankment soil types were considered:  

dense and loose, with properties as shown in Table 1. Three span lengths of 10, 20 and 30 meters were also 

considered. The slab-beam type superstructure of all archetypes was the same and is shown in Fig. 1-2. The 

abutment pile cap and piles are also depicted in Fig. 3. 

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Seismic Design of Internal Abutment... M. P. Panda et al.29



Fig. 1. Archetypes layout (a) Single span bridge (b) Multi-span bridge 

Fig. 2. Superstructure of all archetypes (dimensions in cm) 

Fig. 3. Abutment and H-pile cross sections 
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Table 1. Properties of dense and loose soil 

Soil Properties Dense Soil (D) Loose Soil (L) 

Elasticity Modulus E (MPa) 80 15 

Poisson Ratio 0.35 0.25 

Internal Friction Angle ϕ (Degree) 38 30 

Minimum Unit Weight (kN/m3) 17 14 

Maximum Unit Weight (kN/m3) 22 18 

4. Finite element modeling

4.1 Software and modeling 
Because of its special features and strong graphical user interface, SAP2000 [11] is used for modeling and 

analysis of archetypes. A single 2 m wide 2D FE model of each IAB containing one girder and one pile was 

considered for all analyses to account for the longitudinal behavior of structures. Since every 2 m slice of the 

bridge width is similar, this 2D modeling assumption would be a great time saving idea. Previous studies have 

shown that the longitudinal behavior of IABs using 3D and 2D modeling can yield similar results and 2D modeling 

is more efficient (Faraji et al. [12]). 

4.2 Deck modeling 
Deck consists of a 20 cm thick concrete slab made of normal weight concrete with f’c=28 MPa. Steel girders 

and concrete slab were modeled using frame and shell elements, respectively. Both frame and shell elements were 

meshed such that they were constrained together at their junction to simulate the composite behavior of the girders. 

The steel girders used were American W sections of ST-37 grade with yield strength of 240 MPa. All girders were 

embedded inside the abutments for 50 cm in order to make rigid connections.  

4.3 Abutment and embankment modeling 
Abutments were modeled using shell elements made of normal weight concrete with f’c=28 MPa. A fine grid 

mesh was used in modeling the abutments to increase accuracy and avoid unreasonable results.  The modeling of 

the embankment soil behind the abutments followed the procedure described in Mahjoubi and Maleki [7] with 

some minor changes. Embankment modeling consisted of 2 parts: a multilinear elastic near-field soil springs 

capturing the static active/passive behavior of the soil and a far-field soil which is assumed to remain elastic in an 

earthquake but contributes to mass inertia (see Figs. 4-5). Membrane elastic shell elements were used for modeling 

the far-field soil to an extent (length) equal to 4 times the abutment height to eliminate radiation damping 

occurrence in the system due to earthquake wave propagation [7]. Note that, far-field soil can become nonlinear 

only in very severe earthquakes and in most cases remains elastic (Richards, et al. [13]).  

In order to account for shear modulus variation of far-field-soil with depth, the soil was divided into sublayers 

of different mechanical properties. There are two assumptions for shear modulus variation of cohesionless soils 

with depth: linear and parabolic. Following Richards et al. [13] and assuming parabolic variation, the shear 

modulus for each sublayer is calculated as: 

𝐺𝑖 = 𝐺𝑏√𝑧𝑖/𝐻  (1) 

where, 𝐺𝑖= average shear modulus of sublayer i, 𝐺𝑏= shear modulus at the bottom of embankment, 𝑧𝑖= mean

depth of sublayer i, 𝐻 = total depth of embankment. 

The far-field-soil elements were restrained against horizontal and vertical translation at the bottom, where the 

earthquake time-history accelerations were also applied. The far end of far-field soil was restrained only against 

vertical translation. Far-field soil mass and stiffness will contribute to the inertia and stiffness of the total bridge 

structure when the gap elements are closed and the soil and structure are in contact.  

The near-field soil behavior is modeled by a massless multilinear spring. The behavior is nonlinear but it is 

elastic. This means that the element loads and un-loads along the same curve, and no energy is dissipated. The 

elastic stiffness was calculated as follows: 

𝑘𝑖 = 𝑘𝑠
𝑧 × 𝐴𝑖  (2) 

where, 𝑘𝑠
𝑧= subgrade modulus at depth 𝑧 calculated by Eq. (3)

𝑘𝑠
𝑧 = 𝐶𝐺𝑧/𝐻  (3) 
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Fig. 4. Modeling layout of archetypes in the software 

Fig. 5. System of springs for near-field and far-field soils 

In Eq. (3),  𝐺𝑧= shear modulus at depth of 𝑧, C = a shape factor of 1.35 based on Richards et al. [13].  𝐴𝑖=
tributary area of spring calculated as: 

𝐴𝑖 = 𝐵 × 𝑑     (4) 
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where, 𝐵 = model width, 𝑑 = tributary height of spring, which is equal to distance between springs.  

There are upper (passive) and lower (active) limits for these springs as mathematically shown in Eq. (5). The 

exerted soil forces on the wall is always within these limits:  

𝑃𝑎 = 𝑘𝑎. 𝛾𝑖 . 𝑧𝑖 . 𝐴𝑖 ≤ 𝐹𝑖 = 𝑘𝑖 . 𝛿𝑖 ≤ 𝑃𝑝 = 𝑘𝑝. 𝛾𝑖 . 𝑧𝑖 . 𝐴 (5) 

in which, 𝛾𝑖 is soil unit weight at depth, 𝑧𝑖 which is calculated by assuming linear variation of unit weight in depth.

𝛿𝑖  is abutment displacement or spring deformation at depth 𝑧𝑖 . 𝑘𝑎  is active and 𝑘𝑝  as passive earth pressure

coefficients computed based on Rankine formulation for simplicity: 

𝑘𝑎 =
1−𝑠𝑖𝑛𝜙

1+𝑠𝑖𝑛𝜙
; 𝑘𝑝 =

1+𝑠𝑖𝑛𝜙

1−𝑠𝑖𝑛𝜙
(6) 

where 𝜙 is the soil internal friction angle. 

General force-displacement relationship for near-field soil spring model is shown in Fig. 6. 

Fig. 6. Near field soil behavior 

4.4 Pile and adjacent soil modeling 
The 7 m length piles were modeled using frame elements of steel H sections. Multilinear elastic springs with 

force-deformation relationship based on API p-y curves [14] were developed and modeled along pile length for 

accounting the actual soil pressure acting on piles. An example of p-y curve assigned to a multilinear elastic link 

element in SAP2000 is shown in Fig. 7. The pile bottom was restrained against vertical displacement in all models. 

In this research, the source of potential nonlinearity is considered to be in piles. Thus, fiber P-M-M hinges was 

defined continuously along the upper 3 m of piles where the occurrence of plastic hinges was expected. 

Fig. 7. p-y curve concept used in multilinear elastic springs along pile length 

4.5 Analysis 
The piles in IABs experience large displacements. Therefore, P-Delta effects must be considered in the analyses 

of all archetypes. Damping ratio of 5% is a common value for analysis of bridge structures and is considered to be 

conservative to use in this study. 
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5. Design of Archetypes

Archetypes were first designed based on AASHTO LRFD [9] specifications for gravity, thermal and seismic 

loading. SAP2000 was used for analysis and calculation of demands in structural elements. The details of structural 

modeling were discussed in the previous sections. Seismic demands were calculated based on the assumption that 

the bridges were located in China Town, Los Angeles, California. Thus, site class D was assigned and Ss and S1 

values of 1.664 and 0.5576 were used, respectively. The PGA for the site was 0.7064. The design basis earthquake 

(DBE) and MCE spectra are shown in Fig. 8. Temperature loading was considered in calculating demands 

according to moderate climate conditions. The designed girder sections were chosen from American wide flange 

sections and piles were selected from HP sections. The designed IAB archetypes properties are shown in Table 2. 

Fig. 8. DBE and MCE earthquake spectra 

Table 2. Designed archetypes properties 

Model ID Abutment Type 
Soil 

Type 

Span Length 

(m) 
No. of Spans Pile Section Girder Section 

W10D1 

Wall type 

Dense 

10 
1 HP12X63 W24X68 

W10D2 2 HP13X60 W24X68 

W20D1 
20 

1 HP12X53 W40X167 

W20D2 2 HP12X63 W44X262 

W30D1 
30 

1 HP12X63 W44X262 

W30D2 2 HP13X87 W44X262 

W10L1 

Loose 

10 
1 HP12X63 W24X76 

W10L2 2 HP13X73 W24X76 

W20L1 
20 

1 HP13X60 W40X183 

W20L2 2 HP13X73 W40X183 

W30L1 
30 

1 HP13X73 W44X262 

W30L2 2 HP13X73 W44X262 

S10D1 

Stub type 

Dense 

10 
1 HP12X53 W24X84 

S10D2 2 HP12X53 W24X84 

S20D1 
20 

1 HP13X73 W40X167 

S20D2 2 HP13X73 W40X167 

S30D1 
30 

1 HP14X117 W40X262 

S30D2 2 HP16X121 W44X262 

S10L1 

Loose 

10 
1 HP12X53 W24X76 

S10L2 2 HP13X60 W24X76 

S20L1 
20 

1 HP14X89 W40X149 

S20L2 2 HP13X73 W40X149 

S30L1 
30 

1 HP16X141 W44X262 

S30L2 2 HP16X121 W44X262 
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5.1 Input ground motions 
Ground motions are selected according to FEMA-P695 specifications [10]. The methodology provides 22 pairs 

of preselected far-field record set from sites farther than 10 km from fault rupture (see Table 3). The record set 

does not include the vertical component of ground motions. In addition, since the analysis models were 2D, only 

the horizontal component with higher PGA was used in nonlinear analyses. There are two steps of scaling in this 

methodology. First, the set of ground motions are normalized with respect to the median PGV of record set. Thus, 

each ground motion record should be multiplied by the factor 𝑁𝑀𝑖 calculated as:

𝑁𝑀𝑖 =
𝑀𝑒𝑑𝑖𝑎𝑛(𝑃𝐺𝑉𝑖)

𝑃𝐺𝑉𝑖
 (7) 

Table 3. Far-Field ground motions [10] 

ID 
Name 

Station 
Year Magnitude Component (°) 

1 Northridge 

Beverly Hills – Mulhol 

1994 6.7 MUL279 

2 Northridge 

Canyon Country – WLC 

1994 6.7 LOS270 

3 Duzce, Turkey 

Bolu 

1999 7.1 BOL090 

4 Hector Mine 

Hector 

1999 7.1 HEC090 

5 Imperial Valley 

Delta 

1979 6.5 DLT352 

6 Imperial Valley 

El Centro Array #11 

1979 6.5 E11230 

7 Kobe, Japan 

Nishi-Akashi 

1995 6.9 NIS090 

8 Kobe, Japan 

Shin–Osaka 

1995 6.9 SHI090 

9 Kocaeli, Turkey 

Duzce 

1999 7.5 DZC270 

10 Kocaeli, Turkey 

Arcelik 

1999 7.5 ARE000 

11 Landers 

Yermo Fire Station 

1992 7.3 YER270 

12 Landers 

Coolwater 

1992 7.3 CLW-TR 

13 Loma Prieta 

Capitola 

1989 6.9 CAP000 

14 Loma Prieta 

Gilroy Array #3 

1989 6.9 G03000 

15 Manjil, Iran 

Abbar 

1990 7.4 ABBAR--L 

16 Superstition Hills 

El Centro Imp. Co. 

1987 6.5 ICC000 

17 Superstition Hills 

Poe Road (temp) 

1987 6.5 POE270 

18 Cape Mendocino 

Rio Dell Overpass 

1992 7.0 * 

19 Chi-Chi, Taiwan 

CHY101 

1999 7.6 N 

20 Chi-Chi, Taiwan 

TCU045 

1999 7.6 N 

21 San Fernando 

LA – Hollywood Stor 

1971 6.6 PEL090 

22 Friuli, Italy 

Tolmezo 

1976 6.5 TMZ000 

*This record has been removed from PEER database.
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where, 𝑀𝑒𝑑𝑖𝑎𝑛(𝑃𝐺𝑉𝑖) is the median of peak ground velocities of all ground motions and 𝑃𝐺𝑉𝑖 is the peak ground

velocity of each ground motion record. This phase is to eliminate unwarranted variability among the records 

because of the inherent variances in distance to source, source type, event magnitude and site conditions without 

removing the entire record-to-record variability. In the second scaling phase, normalized ground motions should 

be collectively scaled to a specified ground motion intensity in a way that the median spectral acceleration of 

record set matches the spectral acceleration at the fundamental period of T of analyzed archetype [10]. Fig. 9 shows 

a sample of the scaled spectrum. 

5.2 Calculation of median collapse intensity and CMR 
While incremental dynamic analysis (IDA) is used to show the collapse assessment process, methodology needs 

the median collapse intensity (�̂�𝐶𝑇) calculated with fewer nonlinear analyses than is necessary to develop the full 

IDA curve. �̂�𝐶𝑇  could be obtained by scaling all the records to MCE intensity ( 𝑆𝑀𝑇) by raising the intensity of

scaled records until over one half of ground motion records cause collapse. The least intensity at which one half 

of records cause collapse is the median collapse intensity. MCE intensity is gained from the response spectrum of 

MCE ground motions at T (fundamental period). The ratio between MCE intensity and median collapse intensity 

is the collapse margin ratio (CMR) [10].  

𝐶𝑀𝑅 =
�̂�𝐶𝑇

𝑆𝑀𝑇
 (8) 

5.3 Pile collapse criteria 
As mentioned before, very few experimental studies covering the collapse of steel H-pile sections about their 

weak axes have been performed and can not be generalized for all types of steel H-pile sections. As a safe and 

reasonable assumption, it is considered in this research that piles behavior and performance levels can be measured 

using ASCE 41-13 [15] criteria for steel columns in moment frames. This is not far from reality, because the piles 

under cyclic loading in their upper portions where plastic hinges develop tend to loosen the adjacent soil support. 

Thus, it is conservative to assume a behavior like steel columns. 

Fig. 9. Ground motions spectra scaled to MCE for W20D1 with T=0.20 s 

5.4 Calculation of spectral shape factor, SSF, and ACMR 
According to Baker and Cornell [16], the rare ground motions in the western United States  corresponded to 

MCE have a distinct spectral shape which are different from the spectral shape of design spectrum applied for the 

structural design in ASCE/SEI 7. 
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To remove this conservative bias, a simplified spectral shape factor, SSF, which depends on the fundamental 

period (T) and period based ductility (μT,) are used to adjust collapse margin ratios as [10]: 

𝐴𝐶𝑀𝑅 = 𝑆𝑆𝐹 × 𝐶𝑀𝑅  (9) 

SSF is the spectral shape factor and is calculated by Eq. (12). 

5.5 Fundamental period of archetypes 

To obtain the fundamental period of archetypes, modal analyses were performed and the period of predominant 

longitudinal mode of vibration (with the highest mass contribution) was selected as the fundamental period and is 

reported in Table 4. 

Table 4. Ground motion and structural behavior parameters 

ID T (s) μ 𝜀(𝑇)𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝜀0 𝛽1 SSF CMR ACMR 

W10D1 0.19 1.60 0.60 1.50 0.11 1.11 2.15 2.38 

W10D2 0.24 2.20 0.60 1.50 0.15 1.15 2.03 2.33 

W20D1 0.20 1.50 0.60 1.50 0.10 1.10 1.80 1.98 

W20D2 0.29 1.50 0.60 1.50 0.10 1.10 1.73 1.90 

W30D1 0.23 1.60 0.60 1.50 0.11 1.11 2.11 2.34 

W30D2 0.38 3.20 0.60 1.50 0.19 1.19 1.90 2.26 

W10L1 0.30 1.90 0.60 1.50 0.13 1.13 1.64 1.85 

W10L2 0.38 2.90 0.60 1.50 0.18 1.18 1.61 1.90 

W20L1 0.30 2.00 0.60 1.50 0.14 1.13 1.57 1.78 

W20L2 0.43 1.20 0.60 1.50 0.07 1.07 2.10 2.24 

W30L1 0.33 1.60 0.60 1.50 0.11 1.11 1.70 1.88 

W30L2 0.54 1.40 0.58 1.50 0.10 1.09 1.50 1.64 

S10D1 0.11 1.70 0.60 1.50 0.12 1.11 2.95 3.29 

S10D2 0.16 1.50 0.60 1.50 0.10 1.10 3.08 3.38 

S20D1 0.12 2.10 0.60 1.50 0.15 1.14 3.29 3.75 

S20D2 0.22 1.60 0.60 1.50 0.11 1.11 3.36 3.72 

S30D1 0.14 2.00 0.60 1.50 0.14 1.13 3.39 3.85 

S30D2 0.35 1.70 0.60 1.50 0.12 1.11 3.11 3.47 

S10L1 0.17 2.30 0.60 1.50 0.16 1.15 2.51 2.89 

S10L2 0.23 2.10 0.60 1.50 0.15 1.14 2.62 2.99 

S20L1 0.18 2.60 0.60 1.50 0.17 1.17 2.82 3.29 

S20L2 0.29 2.10 0.60 1.50 0.15 1.14 1.90 2.17 

S30L1 0.20 3.60 0.60 1.50 0.21 1.21 2.48 2.99 

S30L2 0.39 2.50 0.60 1.50 0.17 1.16 1.99 2.31 

5.6 Ductility, μ 
Nonlinear static analyses were conducted on archetypes in order to calculate their ductility. Control node for 

pushover analyses was chosen at the middle of the deck. Since the source of nonlinearity is located at the top part 

of piles and there is no other source of nonlinearity in the models, then the structure would not face instability or 

large loss of stiffness after formation of plastic hinges. In this case, ductility was calculated based on piles pushover 

diagram as: 

𝜇 =
𝛥𝑢
𝐶𝑜𝑙𝑙𝑎𝑝𝑠𝑒

𝛥𝑦
𝑒𝑓𝑓,𝑦𝑖𝑒𝑙𝑑  (10) 

in which, 𝛥𝑢
𝐶𝑜𝑙𝑙𝑎𝑝𝑠𝑒

 is the control node displacement corresponding to the first collapse plastic rotation occurrence 

in piles and 𝛥𝑦
𝑒𝑓𝑓,𝑦𝑖𝑒𝑙𝑑

 is displacement of control node corresponding to first yield rotation in piles. Calculated 

ductility values are listed in Table 4. 

5.7 Epsilon parameter 
The epsilon (ε) ground motion parameter is defined as an indicator of spectral shape. This parameter is a 

difference measurement between the spectral acceleration of a record and the mean of a ground motion prediction 

equation at a given period [16]. With regards to the equation proposed for Far-Field ground motions set: 
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𝜀(𝑇)𝑟𝑒𝑐𝑜𝑟𝑑𝑠 = (0.6)(1.5 − 𝑇) ≤ 0.6  (11) 

where T is the fundamental free vibration period of structure. Value of 𝜀(𝑇)𝑟𝑒𝑐𝑜𝑟𝑑𝑠  is calculated for each archetype

and reported in Table 4. 

5.8 β1 and SSF parameters 
SSF factor is calculated as: 

𝑆𝑆𝐹 = exp[𝛽1(𝜀0(𝑇) − 𝜀(𝑇)𝑟𝑒𝑐𝑜𝑟𝑑𝑠)]          (12) 

where, 𝛽1 is based on the building inelastic deformation capacity and 𝜀0 is based on SDC equivalent to 1.0 for

SDC B/C, 1.5 for SDC D, and 1.2 for SDC E. In this research, 𝜀0 is considered to be 1.50, and 𝛽1 is applied to

quantify how drastically the spectral shape (ε) impacts the collapse capacity as below: 

𝛽1 = (0.14)(𝜇 − 1)0.42 ≤ 0.32     (13) 

5.9 Acceptable values of ACMR 
Acceptable values of ACMR are based on total system collapse uncertainty (𝛽𝑇𝑂𝑇 ) and on the established

variables of acceptable collapse probabilities assumed that the distribution of collapse level spectral intensities is 

lognormal with a median value (�̂�𝐶𝑇) and a lognormal standard deviation that is equivalent to total system collapse 

uncertainty (𝛽𝑇𝑂𝑇).

𝐴𝐶𝑀𝑅𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 =
1

𝑒
(𝜙−1(𝑃𝐶𝑜𝑙𝑙𝑎𝑝𝑠𝑒)×𝛽𝑇𝑂𝑇)

 (14) 

Acceptable performance is achieved when [10]: 

Average ACMR value for all archetypes in a performance group exceeds ACMR10%: 

𝐴𝐶𝑀𝑅𝑖 ≥ 𝐴𝐶𝑀𝑅10% = 2.30   (15) 

the individual variable of ACMR for every index archetype exceeds ACMR20%: 

𝐴𝐶𝑀𝑅𝑖 ≥ 𝐴𝐶𝑀𝑅20% = 1.73    (16) 

It means that the collapse probability for MCE ground motions is about 10%, or lower averagely during the 

archetypes group and the collapse probability for MCE ground motions is about 20% or lower for all index 

archetype into the group. 

5.10 Total system collapse uncertainty 
Majority of uncertainty sources are contributed to variability. Larger variability in the overall collapse 

prediction necessitates larger collapse margins to confined the collapse probability to a confirmed level at MCE 

intensity. Evaluating all the significant uncertainty sources in collapse response and for incorporating their impact 

in the collapse assessment procedure is important. The following uncertainty sources are taken in the collapse 

assessment procedure: 

1) Record-to-Record Uncertainty (RTR) is because of the variability of index archetypes response to altered

ground motion records as below [10]: 

𝛽𝑅𝑇𝑅 = 0.1 + 0.1𝜇𝑇 ≤ 0.4  (17) 

That will be 𝛽𝑅𝑇𝑅 = 0.30 on average of all archetypes.

2) Design Requirements Uncertainty (DR) is associated to the robustness and completeness of design

requirements, and to the extent provided for safeguards against unanticipated failure mode(s). This ranking has 

been defined by a range from “(A) Superior” to “(D) Poor” that is shown in Ref. [10] tables. Regarding the use of 

AASHTO LRFD for design of archetypes, there is a level of confidence in design specifications, but because of 

few experimental studies related to IAB’s seismic behavior, 𝛽𝐷𝑅 = 0.2 equivalent to (B) good quality has been

chosen. 
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3) Test Data Uncertainty (TD) is associated to the robustness and completeness of the data applied to identify

the system and it can be quantitatively chosen from Ref. [10] tables. Considering the low experimental researches 

on connections, soil-pile-structure interaction and seismic loadings of IABs, 𝛽𝑇𝐷 = 0.5 equivalent to (D) poor

quality has been selected for this parameter. 

4) Modeling Uncertainty (MDL) is associated to how properly index archetype models show the full range of

structural response features and to the associated design parameters of archetype design space and how properly 

the analysis model(s) captures the structural collapse behavior by non-simulated or direct simulation of component 

checks. Bridges have been modeled in one or two spans (wall and stub type abutment) 10, 20 and 30 meter spans 

and two types of loose and dense soil. Thus, soil-pile-structure interaction has been taken into account beside non-

linear modeling of piles using fiber elements, however, with regarding 2D modeling and ignoring material 

deterioration. 𝛽𝑀𝐷𝐿 = 0.2 equivalent to (B) good quality has been chosen for this parameter.

Total system collapse uncertainty is calculated as: 

𝛽𝑇𝑂𝑇 = √𝛽𝑅𝑇𝑅
2 + 𝛽𝐷𝑅

2 + 𝛽𝑇𝐷
2 + 𝛽𝑀𝐷𝐿

2 = 0.65    (18) 

6. Results and discussions

In this chapter, results are evaluated and discussed. As mentioned in section 5.9, ACMR average values for 

every performance group and ACMR values for individual index archetype should be above the acceptable limit. 

Here, the results in terms of all archetypes as one performance group are discussed, then breaking up the archetypes 

based on some specific characters into some new performance groups are examined. 

If all archetypes are put into one performance group, then 𝐴𝐶𝑀𝑅𝑖 = 2.61 which is above 𝐴𝐶𝑀𝑅10% = 2.30.

𝐴𝐶𝑀𝑅𝑖 for all archetypes is above 𝐴𝐶𝑀𝑅20% = 1.73, except W30L2 that has an ACMR value of 1.64 that is below

the acceptable value. This means that R factor of 3.5 is suitable for IABs in the longitudinal direction with a 

marginal error. 

Another approach in evaluation of ACMR is making performance groups as shown in Fig. 10. Accordingly, all 

performance groups have average ACMR above the allowable ACMR based on 20% collapse probability, except 

the performance group of IABs with wall type abutment (7 m height). This observation shows that the ACMR of 

all performance groups are only slightly higher than the acceptable ACMR, except for wall type abutment bridges, 

then it could be concluded that 3.5 could be a good and optimized response modification factor for IABs in the 

longitudinal direction. 

Fig. 10. The ACMR of performance groups compared to the acceptable minimum ACMR limit. (a) performance 

groups separated based on abutment height (b) performance groups separated based on number of spans (c) 

performance groups separated based on span length (d) performance groups separated based on soil elasticity 

modulus 
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Another approach in evaluation of ACMR is making performance groups as shown in Fig. 11. Thus, all 

performance groups have an average ACMR above the allowable ACMR based on 20% collapse probability, except 

the performance group of IABs with wall type abutment with height of 7 meters with either loose or dense soil 

type and any number of spans. 

Fig. 11. values of ACMR vs. Abutment height considering performance groups separated based on soil type, no. 

of spans and abutment height 

As a result, the response modification factor 3.5 is acceptable for IABs in the longitudinal direction for all 

archetypes considered with the following reservations: 

1) IABs with an abutment height more than 6.5 meters with dense soil behind abutment.

2) IABs with an abutment height more than 5 meters with loose soil behind abutment.

From the results, it is observed that:

1) The collapse capacity of IABs with stub type abutment is 55% more than the IABs with wall type abutments.

2) The collapse capacity of IABs with dense soil behind abutment is 24% more than those with loose soil behind

abutment. 

3) The collapse capacity of single span IABs is more than multiple span IABs.

4) The collapse capacity of IABs with 10 meters span is 0.8% more than the IABs with 20 meters span, and the

collapse capacity of IABs with 20 meters span is 0.4% more than the IABs with 30 meters span. 

From the observations mentioned above, it is seen that the height of abutment is the most important factor in 

the collapse capacity of IABs. The second most important parameter is the type of soil behind abutments. The least 

effective parameter in the collapse capacity of IABs is the number of spans and span length. 

7. Conclusions

Based on the extensive analyses prescribed in FEMA P695 [10] the R factor in the longitudinal direction of 

common non-skewed IABs were determined. It was concluded that the response modification factor R = 3.5 is 

appropriate for design purposes. However, for IABs with abutment height above 6.5 m with dense backfill this 

value can be unsafe.  

It is recommended by the authors that for IABs in seismic regions designers should avoid using loose soils 

behind abutments. Loose soils cause the collapse capacity of IABs to decline, especially those having abutment 

wall heights above 5 meters. Otherwise, in such cases, a lower response modification factor should be utilized. 

It was also observed that stub type abutments had a better seismic performance than wall type abutments. 

It was shown that the seismic performance of IABs were less sensitive to the number and length of spans within 

the range considered. 
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Production of Topology-optimized Structural Nodes 

1. Introduction

Stress-optimised structures, which have been designed based on nature (bionics), are becoming increasingly 
important. Strength and stiffness-adapted supporting structures as well as iconic architecture and individual 
aesthetics can be realised. The motivation of a lightweight node structure with maximum stability is often 
coupled with the desire for minimal and adapted material use and low manufacturing costs. 
Over the last decades, topology-optimisation has established itself in various engineering disciplines as a robust 
tool for optimising material distribution within a given design space [1-5]. Topology-optimisation typically 
results in complex and abstract structures with undercuts and cavities. These structures cannot be produced with 
conventional manufacturing methods, or only to a limited extent. Therefore, a manufacturing technology for 
load-bearing structures made of metals is required with which these topology-optimised structures can be 
produced. Additive manufacturing (AM) processes offer the necessary freedom of design to produce highly 
complex components. This paper presents a production and process strategy view regarding a topology-
optimised structural node, which was previously published in [6]. 
Additive manufacturing describes the layered construction of three-dimensional objects by the targeted 
application or joining of wire, powder or foil materials made of metal or plastic [7]. Which allows to produce 
complex geometries from a batch size of 1 with a resource-efficient material application. 
Up to now, the production of complex metallic 3D components has mainly been realised by laser-based 
processes. The processes used for this purpose are Direct Energy Deposition (DED) and powder bed fusion by 
laser (PBF). The powder bed process in particular is severely limited in productivity for larger components due 
to the achievable layer thicknesses of a few tenths of a millimetre and a low build-up rate of approx. 1-10 cm³/h. 
This results in long production times and limited component dimensions [8-10]. The laser-based DED process 
offers build-up rates of approx. 300 cm³/h-700 cm³/h and layer thicknesses of up to 1.5 mm, which results in a 
significantly higher productivity than PBF processes [11]. 
Galjaard et. al. carried out the topology-optimisation of a structural node for a tensegrity structure, which is only 
stressed in tension. After the optimisation, the node was produced additively in a Laser PBF process. For 

Abstract: The need to create a stress-optimized structural node with optimum stability is frequently combined 
with the drive to reduce production costs and use material efficiently. Topology-optimized structures that are 
complicated, three-dimensional free-form structures are only partially suitable for conventional manufacture. 
By using arc welding procedures, wire arc additive manufacturing (WAAM) provides a cost-effective and 
flexible option for the individual creation of complicated metallic components. Due to build-up rates of up to 5 
kg/h, gas metal arc welding (GMAW) is particularly well suited to producing large-volume, load-bearing 
structures. In order to develop topology-optimized structural nodes, this work studied the generation of strength 
and stiffness suited support structures using the numerical simulation method of topology-optimisation. The 
generated node is then converted into a robot route using CAD/CAM software and fabricated using WAAM and 
the GMAW process from the filler material G4Si1. The path planning and therefore the manufacturability of the 
topology-optimised supporting structure nodes is tested and confirmed using a sample structure built of the 
welding filler material G4Si1 based on the WAAM process boundary conditions. Due to variations in t8/5 
timings, an improvement in mechanical properties could be realised depending on path planning.
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reasons of production time and costs, the component was manufactured in 40% of its original size. The authors 

estimate that the production in original size would have taken about 15 days with today's means, which in 

combination with the high powder costs renders the component uneconomical to produce [12]. 

Wire arc additive manufacturing (WAAM) can achieve significantly higher build-up rates, which has made it 

the focus of attention in recent years [13]. Figure 1 shows an example of the WAAM process chain, taking 

topology-optimisation into account. WAAM can utilise gas metal arc welding (GMAW), the tungsten inert gas 

welding (TIG), as well as plasma processes during additive manufacturing. In these processes, a layer-by-layer 

structure is realised by feeding and melting a wire-shaped filler material. This process enables the generation of 

undercuts, cavities for lightweight construction applications or any cooling channels running in the component 

which cannot be produced or can only be produced to a limited extent using conventional methods (e.g. [14, 15]). 

The GMAW process is particularly characterised by its cost-effective and robust process technology for additive 

manufacturing. Due to the local inert gas cover, there are no restrictions for the workspace size. In addition, the 

coaxial supply of filler material makes it possible to work independent of direction. Depending on the material and 

component geometry, the WAAM process using GMAW welding technology allows deposition rates of approx. 5 

kg/h [16, 17]. 

Figure 1. Process chain of additive manufacturing using WAAM according to [12]. 

2. Experimental methods of additive manufacturing

The welding tests and additive manufacturing of the topology-optimised structural nodes were carried out using 

an GMAW welding power source "EWM alpha Q 552 Expert 2.0 puls MM". The welding tests were carried out 

with the energy-reduced short arc technology "coldArc". A 6-axis industrial articulated arm robot "Kuka KR150-

2" was used to ensure reproducible torch movement. 

As base material (substrate) S355J2+N with a thickness of 20 mm was used. The additive structure (Figure 2) 

was realised with the low-alloyed solid wire electrode DIN EN ISO 14341-A-G4Si1. To determine suitable 

welding parameters, preliminary tests were carried out on wall structures, which were 300 mm long and 160 mm 

in hight, with different energy inputs, with widths of one, two or three weld beads (Figure 2 right) and varying 

overlaps. In addition, a parameter set with a meandering path planning was tested Tensile samples were taken from 

additive manufactured wall structures along and across the build-up direction. In addition, the t8/5 time was 

measured using a thermocouple type C. The approach of using parallel weld beads to increase the structure width 

comes from the field of filling strategies for volume bodies. Usually, a meander path or an increase in the material 

discharge is used to widen the weld bead. For surface filling in solids, meander paths are sometimes used, but also 

contour-parallel and line filling. In analogy to this, a meandering path, parallel welding beads and an increase in 

material output are now to be used to create wide wall structures.  The knowledge gained can in turn be transferred 

to more complex bodies. The underlying idea for using the welding beads is to reduce the heat input at each point 

in time in order to reduce the heat build-up. 

Un- and low alloyed steel is commonly characterized during welding by its t8/5 time according to DIN EN 1011-

2:2001-05 [18]. It describes the cooling time of the weld bead and the heat effected zone (HAZ) in a temperature 

interval between 800°C and 500°C. This temperature range is decisive for the mechanical properties due to the 

phase transformation from - to -phase. 

The CAD/CAM program DCAM 2018 from SKM was used to slice the 3D component, i.e., to break it down 

into layers, which makes sequential 2D contour generation possible. The path planning was created from this. 

Finally, an integrated post-processor is used to convert the data into the Kuka programming language. 
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Figure 2. additive manufacturing of a wall structure (left: schematic of WAAM process; right: wall structures with 

one, two and three adjacent rows) 

3. Results and discussion

In preliminary parameter studies three parameter sets found to be suitable for additive manufacturing of G4Si1 

in general and were investigated further to ensure the mechanical properties of thick structures are suitable to 

generate loadbearing parts. Thereby t8/5 time and energy input were related to each other.  

Different wall thicknesses were tested throughout the course of this investigation with varying energy inputs 

per unit length at 4 kJ/cm, 6 kJ/cm and 8 kJ/cm. The thickness was varied between 6 mm for one row, to up to 12 

mm for three rows and the meandering wall structure.  

The mechanical properties of the weld metal are primarily determined by its chemical composition and the rate 

at which it cools from the liquid phase. Welding temperature cycles are generally characterised by the time required 

to pass through a certain temperature interval. The cooling time from 800°C to 500°C (t8/5 time) has proven itself 

in welding technology to characterise the mechanical-technological properties of the weld metal [19]. 

The t8/5 times were measured in the middle of the wall structure at the 150 mm length mark and at a height of 

80 mm (40th layer). This position was chosen because a quasi-static condition for the cooling time occurs after 20 

deposited layers according to Henckell et. al. [20], and the chosen position is well above this boundary condition. 

The aim was to achieve the highest possible significance of the values. Due to the periodic heating, there are 

several t8/5 times for each welding layer. In these tests, the last t8/5 cycle was used for evaluation, as this is the last 

complete cycle of the - to - transformation. 

It can be seen from the plots that the t8/5 times for G4Si1 (Figure 3) increase with increasing energy input per 

unit length. Furthermore, the t8/5 times decrease with increasing number of rows. In order to be able to evaluate 

additive manufacturing using the GMAW process for samples generated in multiple rows, the cooling time (t8/5 

time) is considered for the different numbers of rows. Figure 3 shows that the t8/5 time decreases with increasing 

number of rows and is halved in the comparison of single-row generated samples to three-row generated samples 

at a line energy of 4 kJ/cm. The reduction in t8/5 time is evident for both materials and all line energies used. 

Figure 3. left: t8/5 time compared to energy input and number of rows 
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The fastest cooling time (t8/5 time) was measured at 4 kJ/cm line energy and three-row build-up with 8 s. The 

slowest cooling time (t8/5 time) was recorded with 4 kJ/cm line energy and meandering generation of the wall 

structure. 

To evaluate the tensile tests, the first step was to examine the mechanical properties of the specimens generated 

in welding direction and in build-up direction from the point of view of possible dependencies.  

The following Figure 4 shows the tensile strength and the yield strength for G4Si1 as a function of the specimen 

orientation with a number of specimens of n=3. Only very small deviations of the tensile strength and yield strength 

for different specimen orientations are shown there. The examination of the respective test results for the tensile 

strength do not reveal any significant deviations with regard to the specimens generated in welding direction and 

in build-up direction. In this respect, the present test results do not allow any conclusions to be drawn about 

different mechanical properties in the different directions considered for this material. 

Figure 4 illustrates the resulting tensile and yield strength with their corresponding energies. The tensile strength 

in build-up direction and in welding direction are within margin of error of each other, which leads to the 

conclusion that the mechanical properties are nearly homogeneous on moth directions. It is evident that the 

mechanical strength increases with decreasing energy input and increasing number of rows (Figure 4). Moreover, 

the meandering welding path achieved the lowest overall strength of all tested parameter sets. To achieve at least 

a yield strength as high as the value in the datasheet of G4Si1 (460MPa), it is necessary to use a low energy 

parameter set and use a building strategy with at least two rows of thickness. 

Figure 4. tensile and yield strength in build-up and welding direction compared to energy input and path planning 

strategy 

Furthermore, a lower line energy and a higher number of rows lead to better mechanical properties, i.e., higher 

strength. This is due to the lower t8/5 times for lower line energies and a higher number of rows. This can be clearly 

seen in Figure 5 using a wall thickness of 9 mm and 12 mm as a reference for G4Si1. The results show that the 

use of a parallel with two rows build up approach for a thickness of 9 mm will increase the tensile strength by 

more than 12% and the yield strength by nearly 25% in comparison to a generation via one weld bead. The results 

for a structure width of 12 mm are comparable to the smaller structure width. Therefore, a parallel build up of 

three welding beads with lower energy input is more suitable to achieve better mechanical properties than the 
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datasheet states. The tensile strength for a build up with three parallel rows could be increased by nearly 6% 

compared to two parallel rows and nearly by 22% with meandering. Moreover, the yield strength for three rows is 

12% higher than for two rows and nearly 40% higher than a meandering path planning. 

A structural design shows better mechanical-technological properties for the same wall thicknesses when a low 

line energy is used in a multi-row design. 

Figure 5. Comparison of mechanical strength for varying energy inputs and path planning strategies for two 

different withs 

4. Production of topology-optimised node geometry

After finishing the evaluation of the mechanical properties of G4Si1 in additive manufacturing it could be 

ensured, that the minimal needed yield strength of approx. 420 MPa to generate a structural node as calculated by 

Reimann et. al. could be achieved [6]. The production of a complex structure using WAAM often requires 

reworking in CAD, as it is only possible to a limited extent to produce horizontal overhangs or structures with a 

deviation of more than 40° from the vertical in a layer-by-layer, 3-axis design. The reason for this is that, unlike 

other additive manufacturing processes, the WAAM process does not use supporting structures. Therefore, the 

geometry was reworked in the ANSYS SpaceClaim Design Modeler to ensure manufacturability. Figure 6 shows 

the original geometry. The red marked areas had to be adjusted to ensure manufacturability. The horizontal 

overhangs of the structure were removed, and the overhang angle of the connection area was slightly adjusted to 

achieve an angle of 40° to the vertical.  

Figure 6. Improving the manufacturability of the 30° oblique joint. 

As stated, before it was possible to achieve the needed mechanical properties to be able to manufacture a 

structural node with the needed properties. Considering the approached 420 MPa three different parameter sets 

could be used (Figure 5). The parameter with 4 kJ/cm and at least 3 adjacent rows was used for the production of 

the structural node in order to have a sufficient reserve between the resulting mechanical properties and the needed 

properties to ensure sthe stability and longevity of the structural node. Using this parameter set 208 layers of 1.8 

mm each were needed to achieve a resulting overall height of approx. 375 mm. Figure 7 shows the path planning 

for the component and the top welding layer. It can be seen that the top layer has three welding paths with contour-

parallel filling strategy, which results in six adjacent welding beads. The component was produced with a contour-
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parallel filling strategy to improve the connection between the welding beads inside the component. This should 

result in slightly better mechanical properties than presented in the tensile tests, because of a higher wall thickness, 

which might add up to an even better safety factor. 

Figure 7. Path planning (left: entire component; right: top welding layer) 

The component was produced on a substrate plate using the GMAW welding process. The assembly was carried 

out in a layer by layer process and an interpass temperature of 100°C was maintained. Figure 8 shows the additively 

manufactured, topology-optimised component which was cleaned and not yet removed from the substrate. 

Figure 8. Additively manufactured, topology-optimized 30° oblique joint. 

5. Conclusion and outlook

This study has shown that the build-up strategy is as important as the overall welding parameter set to achieve 

the desired mechanical properties for additively manufactured structures. Therefore, a parameter set with low 

energy input and a build-up strategy with adjacent rows of welding beads rather than meandering should be used 

for the additive manufacturing, if possible, due to the increasing tensile and yield strength. The increase in 

mechanical strength can be traced back to a decreasing t8/5 time for wider structures, due to a better capability to 

transfer heat away from the last welded layer.  

Despite the high degree of design freedom in additive manufacturing, it became apparent during the production 

of the node that reworking of the design is absolutely necessary, since today's boundary conditions of topology-

optimisation do not offer the possibility of defining limiting angles in advance or avoiding horizontal overhangs. 

One way of counteracting this is to use a 5-axis machining strategy in which the welding torch can be moved in x, 

y and z directions and the component can be positioned under the welding torch using a turn-tilt table. This allows 

to avoid constrained positions and to create arbitrary angular positions and even overhangs, as the welding torch 

itself is always in a neutral position. 

The use of additive manufacturing makes it possible to create geometries which cannot be produced or can only 

be produced to a limited extent using conventional methods, which can result in a significant added value in 

production. However, when calculating and using additive manufacturing processes, it must be considered that 

reworking is necessary for components, especially for connecting and functional surfaces. 
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Abstract: In the construction sector, target value design is a novel method that promotes concurrent engineering 
and collaborative design. This paper presents the findings of a literature review that was conducted to determine 
the contributing elements in the target value design. The article also includes the results of a questionnaire survey 
that looked into the perceptions of industry practitioners on the relative importance of the contributing elements. 
Integration of multiple project stakeholders in the design process is considered crucial by project stakeholders 
who participated in the survey. The project definition is also important for putting the goal value design into 
action. Market conditions and project features, on the other hand, are regarded as the least important factors in the 
target value design process. 
Keywords: Target costing; Target value design; Influencing factors; Survey; Integration; Project definition. 

1. Introduction

The construction industry globally has been viewed as highly inefficient. Most construction projects suffer from 
low productivity compared to production systems in other sectors. Industry experts have proposed innovation in 
various areas of industry's traditional practices in cost reduction [1]. A central concern of any organization is how 
to reduce project costs while improving productivity. However, cost reduction must be accomplished without 
impacting the ability of the organization to achieve its long-term goals. The real issue is how to manage the cost 
and reduce unnecessary cost [2].  

Decisions made in a design phase influence project cost more than those in a production phase. In this regard, 
there are many cost reduction efforts in a design phase. Chief among them is the use of target costing (TC) 
techniques to ensure that the product is initially designed to have a sufficient profit [3]. In Japan, about 15% of the 
construction projects have adopted target costing for their cost planning and management. In the construction 
industry, target costing research has been carried out within the framework of lean construction as target value 
design (TVD) method [4]. Many research reports show that projects can achieve an average cost reduction of 15% 
if target value design is being applied systematically to the projects [5].  

In the construction industry, target value design considers that the final cost is a design parameter driving 
product and process design while it is regarded as an outcome of the design process in the traditional design process 
[6]. In target value design, associated stakeholders including specialty contractors are involved in early design to 
develop target cost and determine design variables from the beginning of design phase. A target value design team 
could estimate costs for design alternatives while ensuring not to exceed the target cost. The team should be able 
to use different skills to maintain the target cost without impacting on the quality and the function of the project 
[7]. 

The review of the literature on target value design reveals that no formal study on the influencing factors is 
available to guide the process of target value design. In this regard, the goal of this study is to investigate the 
influencing factors in a target value design process.  

2. Literature review

2.1 Target Costing (TC) 
Target costing (TC) was initially developed in Japan after the first oil crisis in 1972. Since then the process of 

target costing has been improved and adapted [8]. Target costing aims to reduce the overall cost of products over 
the entire life-cycle making sure that product quality and reliability are guaranteed.  Therefore, target costing 
controls the product attributes and respective production processes. Target costing can be efficiently implemented 
by controlling the design process through defining and analyzing different production-based on engineering-driven 
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alternatives. This analysis is denoted as Value Engineering (VE) and considered as a crucial part of the target 
costing process [9].  

A study from Langfield-Smith asserted that target costing is prevalent in the manufacturing industry, not in 
other sectors [10]. Langfield-Smith [10] reviewed the diffusion of strategic target costing techniques over the past 
twenty-five years. The study [10] suggested that it would be useful to understand how target costing techniques 
are diffused into organizational processes.  

Kato et al. [11] found that many corporations estimated costs in the product design phase. Since the initial 
successful application of target costing to a building project [6], the interest of using target costing methods in 
design phase has grown in the construction industry. Target costing has been renamed as target value design (TVD) 
when target costing was applied to the construction industry. 

2.2 Target Value Design (TVD) 
Traditional design and cost estimating process in the construction industry are sequential. A designer initially 

designs a facility and estimates it later.  The sequential process results in non-value adding activities through 
negative iterations [4]. All too often, the project scope has to be altered to meet the project’s budget. These 
iterations keep designers from delivering value to a customer while meeting the owner’s requirements. 
Furthermore, the negative iterations create significant delay and waste.  

In contrast, the application of target costing, which refers to ‘design to target cost,' to design process enables a 
project team to develop the design outcomes that meet the project’s budget (i.e., ‘allowable cost’). Therefore, target 
value design helps a team avoid going over budget while delivering the features of a building that provides value 
to the owner. Since its inception, target value design has allowed multiple institutional projects to be completed 
on or below budget while adding value delivery to the customer [6, 12, 13]. As for their cost performance, a number 
of projects where target value design was explicitly applied have reported two persistent outcomes [14]: (1) The 
projects were completed below market cost, and (2) the estimated costs tend to decline as designs are developed. 

2.3 Benefits and barriers 
The use of target value design in the construction industry imposes many advantages that project stakeholders 

can benefit. Target value design is a management system focusing on cost reduction [11]. It also promotes the 
team spirit and collaborative attitude among competitors (owners and contractors) in construction projects. To 
efficiently implement target value design, companies should be able to overcome silo-minds and internal 
boundaries that each stakeholder set. Target value design is also a managerial practice which helps increase the 
speed of knowledge transfer and propel organizational changes by creating a culture of continuous improvement 
as well as enhancing employee awareness and empowerment.  

Although the adoption of target value design promotes numerous benefits in the industry, there are still barriers 
and challenges. The main problem for target value design is that the construction industry is a limited competitive 
market. In other words, an exclusive market is not willing to use target costing that leverages market 
competitiveness [15]. According to Costa and Formoso [16], the construction industry has barriers that prevent the 
industry from adopting target value design as follows:  

(1) construction is a project-oriented industry, and each project is unique in terms of project team and design;
(2) there are no clear guidelines in how project teams execute the process of target value design;
(3) every construction project is run by a different management team.

3. Literature survey on factors influencing the successful implementation of TVD

The study aims to analyze the target value design influencing factors through in-depth literature review. A
comprehensive review of literature in the field was conducted with a view to identifying the factors affecting on 
the target value design process. The literature review found that there are thirty-two factors in five categories that 
impact on the target value design process.  

3.1 Category 1. Market competition 
Market condition is characterized by politics, law, economics, sociology, and technology [17]. Contractors have 

to maintain a long-term coordinated interaction with the local market and their competitors. The category of market 
competition includes five factors: the competitiveness of the construction market (V1) [17], social demand of the 
project type (V2) [18], the availability of reference project cost data (V3) [6],  the availability of a reliable cost 
data (V4), and the availability of A/E and contractors capable of target value design process (V5). 

These factors help determine the attributes of information on the competitors in the market analysis. These 
factors constitute a set of external determinants for contractors to consider in determining target costs on target 
pricing practices [17].   
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3.2 Category 2.  Customer’s attributes 
This category of factors addresses the involvement of project owners in the target value design process. There 

are seven factors that represent the attributes of a customer influencing on the target value design process: plan on 
the customers of future projects (V6), experiences of similar target value design projects (V7), robustness of project 
requirements (V8), ability to define project requirements clearly in early design stage (V9), reasonable project 
requirement (V10) [24] , and timely responsiveness to requests from project stakeholders (V11). 

3.3 Category 3. Means 
This category of factors represents the project management tools that project stakeholders use to manage the 

target value design process. This category has six factors: BIM and simulations' tools (V12), process management 
tools such as the Last Planner System (V13), value engineering (V14), the use of decision-making tool such as 
Choose-by-Advantage (V15), risk management process (V16), and contractual arrangement for profit and risk 
sharing (V17).   

3.4 Category 4.  Project characteristics 
This category of factors represents the characteristics of the project that is influencing the target costing process. 

The attributes of projects determine the level of uncertainty and the role of stakeholders which eventually play 
essential roles in the practices of a target value design project [18, 19]. There are five factors in this category: 
project complexity (V18), project size (V19), the level of uncertainty and degrees of risk (V20), project delivery 
method (V21), and project contract method (V22).  

Table 1. Factors and their Variables Influencing on TVD Process 
Category 1. Market Competition 
V1 Competitiveness of the construction market 
V2 Social demand of the project types 
V3 Availability of benchmark data for target price 
V4 Availability of reliable project cost data. 
V5 Availability of qualified A/E and contractors 
Category 2. Attributes of Customer 
V6 Prospect of future projects 
V7 Experiences of similar TVD projects 
V8 Robustness of project requirements 
V9 Ability of define project requirements in early design 
V10 Reasonable project  requirement 
V11 Timely Response to requests from A/E or contractors 
Category 3. Means 
V12 Technology tools such as BIM and simulations 
V13 Process management tools such as LPS (Last Planner) 
V14 Value engineering (VE) 
V15 Decision making tools such as CBA (Choose-by-Advantages) 
V16 Risk management process 
V17 Contractual arrangement for profit/risk sharing 
Category 4. Project Characteristics 
V18 Project complexity 
V19 Project size 
V20 The level of uncertainty 
V21 Project delivery method (DB, GCCM, DBB, and IPD) 
V22 Project contract method (Lumpsum, GMP, and Unit Price) 
Category 5. Process and Culture 
V23 Degree of innovation 
V24 Degree of early involvement of project stakeholders 
V25 Level of stakeholders’ commitments 
V26 Cultural alignment of team organization 
V27 Mutual respect 
V28 Trust 
V29 Stakeholder’s relation and degree of cooperation 
V30 Timely communication among stakeholders 
V31 Develop parametric estimate 
V32 Allowing time for feedback before commitment 
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3.5 Category 5.  Process and culture 
Literature suggests that the process and organizational culture influence the successful implementation of target 

value design [14, 20]. The category of process and culture has 14 factors: the degree of innovation (V23), the early 
involvement of project parties (V24), the level of stakeholders’ commitments to target value design (V25), cultural 
alignment of team organization (V26), mutual respect (V27), trust (V28), stakeholder’s relation and degree of 
cooperation (V29), timely communication among stakeholders (V30), accurate and conceptual estimate (V31), 
and allowing time for feedback before commitment (V32).  

The full list and its source of each factor in five categories influencing the successful implementation of the 
target value design process are shown in Tables 1 and 2. 

Table 2. The source of each Factor 
Cooper and 
Slagmulder 
1997 

Azari and Kim 
2016 

Lai et al. 2008 Drew and 
Skitmore 1992 

Ballard and 
Reiser 2004 

Tommelein 
et al 2011 

Category 1. Market Competition 
V1 x 
V2 x 
V3 x 
V4 x 
V5 x 
Category 2. Attributes of Customer 
V6 x 
V7 x 
V8 x 
V9 x 
V10 x 
V11 x 
Category 3. Means 
V12 x 
V13 x 
V14 x 
V15 x 
V16 x 
V17 x 
Category 4. Project Characteristics 
V18 x 
V19 x 
V20 x 
V21 x 
V22 x 
Category 5. Process and Culture 
V23 x 
V24 x 
V25 x 
V26 x 
V27 x 
V28 x 
V29 x 
V30 x 
V31 x 
V32 x 
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4. Identifying Critical Factors through Survey

4.1 Questionnaire design and data collection 
Survey research, particularly a questionnaire survey, collects data from a sample through a cross-sectional or 

longitudinal study with the objective of generalizing the results of the analysis to a larger population [21]. This 
type of research provides a quantitative portrayal of the trends or opinions of a community through studying a 
sample of that population [22].  

To identify critical influencing factors on the successful implementation of target value design, we used the 
survey as a data collection method. The questionnaires for the survey were developed based on the factors 
identified through literature review. Those factors have potential impacts on the target value design process as well 
as the outcome of target value design. The questionnaires were piloted with two senior professionals to review the 
list for the accuracy. 

The 32 factors were addressed in a questionnaire format for the survey. The questionnaire requests that a 
respondent judge the importance level of each variable on a predefined five-point Likert scale (5 = extremely 
important, 4 = important, 3 = neutral, 2 = unimportant, 1 = extremely unimportant). The survey request was 
distributed to 78 professionals who have experienced target value design process through an online survey tool. 
26 responses were collected over a two-month period. The response rate is 33.33%.  

Table 3 presents the role breakdown of each of the 26 respondents. Contractors made up the majority of the 
respondents, followed by designers and owners’ representatives.   

Table 3. Distribution of Questionnaire Response by Respondent Role 
Respondent Role # of Participants Percentage 
General Contractor 11 42% 
MEP Contractor 2 8% 
Owner’s Rep 6 23% 
Architect/Engineers 7 27% 
Total 26 100% 

4.2 Descriptive statistics 
The questionnaire collected information on the level of influence of each factor on the target value design 

process. Descriptive statistics for the variables in the questionnaire survey (including sample size, mean, standard 
deviation, minimum, and maximum) are presented in Table 4. 

4.3 Reliability of the influencing factors 
The validity of survey data involves the consistency and repeatability of results using the same observations 

[21]. Although there are various measures of reliability assessment, internal consistency using Cronbach's Alpha 
is the most widely accepted measure [22]. 

Cronbach’s coefficient alpha was employed to assess internal consistency of the scales under the headings of 
the influencing factors. In other words, the reliability of any given measurement refers to the extent to which it is 
a consistent measure of a concept, and Cronbach’s alpha is one way of measuring the strength of that consistency 
[22, 23]. 

Table 5 shows the overall Cronbach’s coefficient alpha on the data while Table 6 shows the Cronbach’s alpha 
if each factor is deleted. Tables 5 and 6 provide evidence that all the factors had high internal consistency and 
considered reliable. 

4.4 Rankings of the influencing factors 
This section focuses on the ranking of the influencing factors. The ranking of the influencing factors was carried 

out based on their mean values. Table 7 shows the ranking of the influencing factors with the category information; 
Table 8 shows the ranking of the categories.  

As shown in Table 7, all the mean values except two factors (V2 and V19) are more than 3.0, which suggest 
that most influencing factors identified through literature are regarded as essential in implementing the target value 
design process by all groups. Due to lack of responses or the sample size, the analysis by each stakeholder group 
has not been done. 

From Table 8, an apparent finding is that the categories of customer attributes and process and culture were 
usually regarded critical among five categories. On the other hand, the categories of market condition and project 
characteristics are considered less critical in implementing the target value design process. The reasons why market 
competition and project characteristics are ranked low in this survey may include two issues. The first issue is that 
customer’s demands are reflected in customers’ attributes. The second issue is that most target value design process 
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begins in schematic design phase rather than in business planning. Therefore, most procurement processes of 
selecting major stakeholders are completed before the target value design process launches.  

Table 4. Descriptive Statistics 

N Minimum Maximum Mean Std. 
Deviation 

V1 26 2 5 3.5769 0.70274 
V2 26 1 3 2.5385 0.58177 
V3 26 2 4 3.2308 0.51441 
V4 26 2 4 3.1154 0.43146 
V5 26 3 4 3.4615 0.50839 
V6 26 3 4 3.5769 0.50383 
V7 26 3 4 3.6923 0.47068 
V8 26 4 5 4.4231 0.50383 
V9 26 3 5 4.0769 0.56022 
V10 26 3 4 3.5 0.5099 
V11 26 4 5 4.3462 0.48516 
V12 26 3 4 3.7692 0.42967 
V13 26 3 4 3.3077 0.47068 
V14 26 3 4 3.6923 0.47068 
V15 26 3 4 3.4231 0.50383 
V16 26 2 4 3 0.4 
V17 26 3 4 3.3846 0.49614 
V18 26 3 4 3.3077 0.47068 
V19 26 1 3 2.0769 0.48358 
V20 26 3 4 3.3462 0.48516 
V21 26 3 4 3.5769 0.50383 
V22 26 3 5 3.6923 0.61769 
V23 26 3 5 3.8077 0.49147 
V24 26 3 5 4.2692 0.66679 
V25 26 3 4 3.8846 0.32581 
V26 26 3 5 3.9615 0.66216 
V27 26 3 5 3.7308 0.60383 
V28 26 3 5 3.9231 0.56022 
V29 26 4 5 4.6538 0.48516 
V30 26 3 4 3.5769 0.50383 
V31 26 3 5 4.1154 0.5159 
V32 26 3 4 3.4231 0.50383 

Table 5. Cronbach’s Alpha on all factors 
Cronbach's Alpha Cronbach's Alpha Based on Standardized Items No. of Items 

0.707 0.699 32 

Table 6. Cronbach’s Alpha if each factor is deleted 
V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 

Cronbach's Alpha if 
each factor is 
deleted 

0.72 0.7 0.7 0.71 0.73 0.68 0.73 0.7 0.69 0.69 0.71 0.68 

V13 V14 V15 V16 V17 V18 V19 V20 V21 V22 V23 V24 
Cronbach's Alpha if 
each factor is 
deleted 

0.7 0.69 0.7 0.71 0.7 0.69 0.7 0.71 0.71 0.7 0.7 0.67 

V25 V26 V27 V28 V29 V30 V31 V32 
Cronbach's Alpha if 
each factor is 
deleted 

0.7 0.67 0.68 0.72 0.71 0.7 0.68 0.71 
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Table 7. The ranking, the Influencing Factors 
Ranking Factor Category Mean 

1 V29 Stakeholder’s relation and degree of cooperation Process and Culture 4.654 
2 V8 Robustness of project requirements Customer Attributes 4.423 
3 V11 Timely response (owner) Customer Attributes 4.346 
4 V24 Degree of early involvement of project stakeholders Process and Culture 4.269 
5 V31 Developing parametric estimate Process and Culture 4.115 
6 V9 Ability to define project requirements in early design Customer Attributes 4.077 
7 V26 Cultural alignment of team organization Process and Culture 3.962 
8 V28 Trust Process and Culture 3.923 
9 V25 Level of stakeholders’ commitments Process and Culture 3.885 
10 V23 Degree of innovation Process and Culture 3.808 
11 V12 Technology tools such as BIM and simulations Means 3.769 
12 V27 Mutual respect Process and Culture 3.731 
13 V7 Experiences of similar TVD projects Process and Culture 3.692 
14 V14 Value engineering (VE) Means 3.692 
15 V22 Project contract method (L/S, Unit Price, GMP) Project Characteristics 3.692 
16 V1 Competitiveness of the construction market Market Conditions 3.577 
17 V6 Prospect of future projects Market Conditions 3.577 
18 V21 Project delivery method (DB, GCCM, DBB, and IPD) Project Characteristics 3.577 
19 V30 Timely communication among stakeholders Process and Culture 3.577 
20 V10 Reasonable project requirement Customer Attributes 3.500 
21 V5 Availability of qualified A/E and contractors Market Conditions 3.462 
22 V15 Decision making tools such as CBA (Choose-by-

Advantages) 
Means 3.423 

23 V32 Allowing time for feedback before commitment Process and Culture 3.423 
24 V17 Contractual arrangement for profit/risk sharing Means 3.385 
25 V20 The level of uncertainty Project Characteristics 3.346 
26 V13 Process management tools such as LPS (Last Planner) Means 3.308 
27 V18 Project complexity Project Characteristics 3.308 
28 V3 Availability of benchmark data for target price Market Conditions 3.231 
29 V4 Availability of reliable project cost data Market Conditions 3.115 
30 V16 Risk management process Means 3.000 
31 V2 Social demand of the project types Market Conditions 2.539 
32 V19 Project size Project Characteristics 2.077 

Table 8. Category Ranking 
Category Mean Value Stand. Dev. Ranking 

1. Market Competition 3.185 0.405 4 
2. Customer Attributes 3.935 0.411 1 
3. Means 3.436 0.263 3 
4. Project Characteristics 3.179 0.642 5 
5. Process and Culture 3.900 0.365 2 

From Table 7, factor 29 of “Stakeholder’s relation and the degree of cooperation among stakeholders” was 
ranked the highest among all factors. This means that most survey participants who carried out the target value 
design process consider this factor as the most critical factor for the successful target value design process. In 
addition to factor 29, factors 24 (Degree of early involvement of project stakeholders, ranked 4th), 26 (Cultural 
alignment of team organization, ranked 7th), and 28 (Trust, ranked 8th) are the components required for project 
integration. The result is in line with the research outcomes on integrated project delivery process [20]. Azari and 
Kim [20] carried out their survey on integrated design process in which the cooperation and mutual trust are critical 
to the success of integrated design process. 

It is also notable that the respondents have highly ranked factors 8 (Robustness of project requirements, ranked 
2nd), 11 (Owner’s timely response, ranked 3rd), and 9 (Ability to define project requirements in early design, 
ranked 6th). These factors are related to the owner’s project definition, which is in line with the findings in the 
literature on design-build. Schaufelberger et al. [25] claim that the project definition by a project owner is one of 
the most critical success factors in design-build projects, which also promote concurrent engineering where the 
process design is carried out concurrently with the product design. 
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However, factors 19 (Project size, ranked 32th), 2 (Social demands of the project type, ranked 31st), and other 
factors in the category of market conditions or project characteristics are considered not significant compared to 
other factors. Most respondents rated them low. This reflects the view that market conditions or project attributes 
do not make a substantial impact on the target value design process. 

5. Conclusions

Target value design is a new practice in the construction industry promoting concurrent engineering and
collaborative design. The method is new and contradicts against the traditional way of design development in 
which each stakeholder (e.g., designers and contractors) work in a sequential and fragmented way as opposed to 
collaborative and integrated approach. As a result, many owners and service providers (i.e., designers and 
contractors) are concerned over the process and possible challenges. 

Few studies appear to have undertaken the task of investigating the influencing factors in the target value design 
process. This paper shows the results of literature survey to identify the influencing factors in the target value 
design. The paper also presents the results of a questionnaire survey to explore the industry practitioners' 
perception of the relative importance of the influencing factors.  

A total of 32 influencing factors were identified and synthesized in the survey, which was shown to be reliable 
based on Cronbach’s coefficient alpha values. Data were collected from various stakeholders who went through 
the target value design process in their past projects. Since the target value design is not prevalent in the 
construction market, the number of respondents participating in the survey was only 26, which restricts the scope 
of statistical analysis.  

Findings from the analysis suggest that most influencing factors identified in the literature survey are regarded 
as important in carrying out the target value design. Project stakeholders participating in the survey consider the 
integration of different project stakeholders in the design phase as critical. The project definition is also regarded 
as critical in implementing the target value design. The results suggest that the customer’s demands are clearly 
defined and fully communicated with a team of target value design including designers and contractors from the 
beginning of the target value design process. However, the market conditions and project attributes are considered 
as least significant in the target value design process.  

Overall, the results reflect that the organizational integration, as well as project owners' early project definition, 
are most important while market conditions and project characteristics are not considered critical. These findings 
should be useful to construction practitioners and project owners when they undertake the target value design in 
their projects. 

6. References

[1] De Melo RS, Kaushik AD, Koskela L, Tzortzopoulos P, Granja A, Keraminiyage K. Target costing in
construction: A comparative study. 22nd Annual Conference of the International Group for Lean Construction: 
Understanding and Improving Project Based Production. 2014. p.183-194.

[2] Steven M. Cost reduction analysis: tools and strategies. John Wiley & Sons, New York, NY. 2010.
[3] Yazdifar H, Askarany D. A comparative study of the adoption and implementation of target costing in the

UK, Australia and New Zealand. International Journal of Production Economics. 2012;135(1):382-392.
[4] Ballard G. Lean Project Delivery System. White Paper 8, Lean Construction Institute. 2000.  http://www.

leanconstruction.org/pdf/WP8-LPDS.pdf.
[5] Zimina D, Ballard G, Pasquire C. Target value design: using collaboration and a lean approach to reduce

construction cost. Construction Management and Economics. 2012;30(5):383-398.
[6] Ballard G, Reiser P. The St. Olaf College fieldhouse project: A case study in designing to target cost.

Proceedings of the 12th Annual Conference of the International Group for Lean Construction (IGLC 12).
Elsinore, Denmark. 2004. p.234-249.

[7] Macomber H, Howell G, Barberio J. Target-value design: nine foundational practices for delivering surprising 
client value. Practice Management Digest, the American Institute of Architects (AIA). Washington, DC. 2007.

[8] Sakurai M. Target costing and how to use it. Journal Cost Management. 1989; 3(2): 39–50.
[9] Agndal H, Nilsson U. Inter-organizational cost management in the exchange process. Management

Accounting Research. 2009; 20(2): 85–101.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Evaluation of the Influencing Factors... A. Panda et al.56



[10] Langfield-Smith K. Strategic MA: how far have we come in 25 years? Accounting, Auditing, and
Accountability Journal. 2008; 21(2): 204–228.

[11] Kato Y, Boer G, Chow C.  Target costing: An integrative management process. Journal of Cost Management.
1995; 9(1): 39.

[12] Ballard G, Rybkowski ZK. Overcoming the hurdle of first cost: action research in target costing. Proceedings
of 2009 Construction Research Congress. ASCE, Seattle, WA. 2009. p.1038-1047.

[13] Ahmed S, Pasquire C, Manu E. Exploratory study of ‘costing collaboratively’ in the UK construction industry.
In: Proc. 27th Annual Conference of the International Group for Lean Construction (IGLC). Dublin, Ireland.
2019.p.1163-1174.

[14] Tommelein I, Ballard G, Lee H.  Task 4 progress report: develop target value design and delivery process to
incorporate energy efficiency metrics. Report for the United States Department of Energy. University of
California, Berkeley. 2011.

[15] Sharafoddin S. The utilization of target costing and its implementation method in Iran. Procedia Economics
and Finance. 2012; 36: 123-127.

[16] Costa DB, Formoso CT. A set of evaluation criteria for performance measurement systems in the construction 
industry. Journal of Management Property Construction. 2004: 9(2): 91-102.

[17] Cooper R, Slagmulder R. Target costing and value engineering. Productivity Press, Portland.1997.
[18] Ballard G. Current benchmark for target value design. Project production systems laboratory white paper

(P2SL). University of California, Berkeley, CA. 2009.
[19] Ballard G, Morris P. Maximizing owner value through target value design. AACE International Transactions.

2010; 1: 347-361.
[20] Azari R, Kim YW. Integration evaluation framework for integrated design teams of green buildings:

Development and validation. Journal of Management in Engineering. 2016;32(3):04015053.
[21] Babbie E. The practice of social research (12th ed.). Belmont, CA: Wadsworth Cengage Learning. 2010.
[22] Creswell JW. Qualitative inquiry and research design: choosing among five approaches. Thousand Oaks, CA:

SAGE Publications, Inc. 2012.
[23] Hinkin TR. A review of scale development practices in the study of organizations. Journal of Management.

1995; 21(5): 967-988.
[24] Lai X, Xie M, Tan KC, Yang B. Ranking of customer requirements in a competitive environment. Computers

& Industrial Engineering. 2008;54(2):202-214.
[25] Schaufelberger J, Kim Y, Han S, Jin K. The Truth of Design-Build, Bounding. Seoul, Korea.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Evaluation of the Influencing Factors... A. Panda et al.57

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Abstract: Many elements influence a bridge's dynamic Impact Factor (IM), including Vehicle-Bridge Interaction 
(VBI), vehicle speed, and road roughness. Using VBI modelling, this article depicts the dynamic effects of 
moving vehicles and the determination of IM for an existing pre-stressed concrete I-girder bridge. The evaluation 
of the IM is expected to give useful information for assessing and managing the existing bridge's condition. A 
dynamic model for the bridge structure subsystem, a dynamic model for the vehicle subsystem, interaction 
restrictions, road roughness modelling, and numerical solution techniques for the dynamic systems are all part of 
the vehicle-bridge interaction problem. The vehicle dynamics are modelled using the Half-car model, while the 
bridge dynamics are idealised using the Finite Element Method (FEM). The Equation of Motion (EOM) for the 
bridge subsystem is then determined using FEM and the mode superposition method. The EOM for the vehicle 
subsystem is developed using D'Alembert's approach. The interaction between vehicle vibration and bridge 
vibration is established by using the compatibility relationship between the contact points and applying the static 
equilibrium condition to the contact forces between the wheels and the bridge. Finally, to determine the reactions 
of the two sub-systems, Newmark's technique is utilised to solve the coupled mathematical model of the vehicle 
and bridge interaction problem. The technique is then repeated for various vehicle speeds and bridge deck surface 
roughness conditions in order to estimate the dynamic impact on the existing I-girder bridge in India, the Teesta 
Bridge.
Keywords: Dynamic impact factor; Vehicle bridge interaction; Half-car vehicle model; Bridge dynamic 
response; Finite element method; Newmark’s-β method.  

1. Introduction

In the last years, the ever-growing span length of bridges and the increase of vehicle loads and vehicle speeds
have led to the consequent increase in dynamic influence on bridge structures [1]. The dynamic effects produced 
by vehicles passing over the bridge structures and viaducts result in the increase of dynamic forces and 
displacements over that of the static responses [2]. This phenomenon is known as Dynamic Impact on bridges 
which is generally considered as Impact Factor (IM) or Dynamic load allowance (DLA) in the bridge design 
standards. It is calculated as the percent difference between the maximum dynamic responses to the maximum 
static response. The dynamic impact on bridges depends on various factors such as the dynamic characteristics of 
bridges, the dynamic characteristics of vehicles, vehicle speeds, the road roughness conditions and, finally the 
Vehicle-Bridge Interactions (VBI). In earlier research for developing bridge design code, field or experimental test 
results were used to develop the empirical formulas of IM. However, consideration of all those influencing factors 
were not possible in the field test. Moreover, due to the limitation of theoretical and computational technologies, 
those effects were difficult to investigate in the past. Therefore, the dynamic impact due to traffic loads on the 
existing bridges which were designed with earlier bridge design standards are required to be investigated 
considering the vibration mechanism between the bridge and vehicles by incorporating all those complex factors.  

To assess the dynamic effect of traffic loads, the research on vehicle-bridge interaction phenomena has been 
performed for decades [3, 4]. Moreover, the research considering the dynamic responses of bridges are performed 
to assess the fatigue life of the bridges [5], environmental issues [6], safety and comfort of the passengers [7] and 
also for damage identification of bridges [8]. A lot of research has been performed for the study of vehicle-bridge 
interaction problems. Ayre et al. [9] and Ayre and Jacobsen [10] first studied the dynamic responses of two-span 
beam models under moving load. Vellozzi [11] presented the vibration of suspension bridges under the moving 
load. Frýba [12-13] considered the vehicle and the bridge as a coupled system and derived the analytic solutions 
when the beam subjected to moving loads. Henchi et al. [14] studied the dynamic response of a bridge-vehicle 
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interaction system and proposed an algorithm for the dynamic analysis of the coupled system. Yang [15] simplified 
the effect of the vehicle as two sets of concentrated forces and studied the dynamic responses of the bridge. Chen 
et al. [16] studied the effect of varying speed when the sprung-mass model is moving on a simply supported beam. 
Blejwas et al. [17] proposed a solution to solve the interaction problem using Lagrange’s equation with multipliers 
and constraint equation. Various methods of solving the vehicle bridge interaction problems have also been 
reported (Galdos et al. [18], Yang and Lin [19], Chu et al. [20], Yang and Duan [21]).  

Using the vehicle bridge interaction theory, the dynamic impact on bridges has also been studied as presented 
in the review paper by Deng et al. [22]. Deng and Cai [2, 23] studied dynamic impact factor for evaluating the 
performance of the bridges. Chen and Wu [24] researched the effect of wind and bridge length on bridge vehicle 
interaction. Cai et al. [25] studied the influence of approach span condition on slab-on-girder bridges. Li et al. [26] 
studied the dynamic response of a highway bridge subjected to moving vehicles and observed that the dynamic 
impact increases with vehicle speed and depends on road roughness conditions. Huang et al. [27] analyzed the 
impact of vehicles on multi-girder steel bridges with different span lengths. Deng et al. [3] found that the impact 
on continuous bridges is larger than those of simply supported bridges. Zhu and Law [28] also studied the 
continuous bridge and vehicle interaction to investigate the dynamic load effects. Mohseni et al. [29] conducted 
an extensive numerical study to evaluate the influence of some key parameters on the dynamic impact factors for 
skew composite concrete-steel slab-on-girder bridges and proposed that apart from AASHTO [30] bridge design 
specification, all the current design specifications for considering IM are un-conservative. Pieraccini et al. [31] 
performed an experimental study to assess the IM of a railway bridge using the interferometric radar sensor. Gao 
et al. [32] investigated numerically the dynamic load allowance characteristics of a concrete-filled steel tube 
(CFST) arch bridge and some conclusions are drawn for evaluating the condition of CFST arch bridges. 

Figure 1. Flow chart of the methodology 

As mentioned earlier, estimation of dynamic impact factor is a complicated task because of vehicle-bridge 
interaction mechanism associated with a large number of influencing parameters, including the dynamic 
characteristics of both the bridge and the vehicle, road surface condition, vehicle speed etc. Accurate evaluation 
of the impact factor utilizing the recent theoretical and computational development may lead to valuable 
information for condition evaluation and management of existing bridges which were designed following the 
earlier bridge design codes. In this paper, the dynamic behavior of an existing Pre-stressed concrete (PC) I-girder 
bridge structures under moving vehicle is investigated numerically considering all the complex factors mentioned 
above and finally the dynamic impact factor is determined. A medium span PC I-girder bridge which is a very 
common bridge type in Bangladesh is considered as a case study bridge which was designed with earlier bridge 

Step 1: Modelling of vehicle dynamics as Half-car model 

Step 5: Determination of the maximum dynamic force exerted on the bridge 

Step 4: Solution of the VBI system using Newmark-β method 

Step 2: Modelling of bridge dynamics as Finite Element Method 

Step 3: Vehicle- Bridge 
interaction (VBI) modelling 

Formulation of coupled mass, 
stiffness and damping matrices  

Pavement deck roughness 
modelling 

Step 6: Calculation of the bridge dynamic displacement at different locations 

Step 7: Comparison of the dynamic force and dynamic displacement response with 
the static one to determine IM 
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design standard without considering VBI. The bridge is named as Teesta Bridge which is situated in Rangpur 
district of Bangladesh. The paper is organized by the following main sections. Firstly, the dynamic behavior of 
vehicle and bridge, modelling and solution of the interaction between the bridge and the vehicle moving over it 
are presented considering the influence of different vehicle speeds and various extents of pavement roughness. 
Later, the dynamic impact factor is analyzed following the numerical investigation of the dynamic behavior of the 
bridge. The methodology of this study is shortly described with a flow chart as in Fig. 1.  

2. Vehicle modelling

Modelling of a real vehicle is a very complex task. As a result, in literature, the Half-car model are frequently
used for modelling vehicle dynamics as the model is much capable of representing various real vehicle experiences 
like effect of suspension, energy dissipation, pitching effect [33-36]. For this reason, in this study, a Half-car model 
is considered as the design vehicle as in Fig. 2. The vehicle model has four Degrees of Freedoms (DOFs). Among 
them, the body of the vehicle has two DOFs, vertical vehicle body displacement, 𝑦𝑦𝑠𝑠 and pitching rotation, 𝜃𝜃𝑠𝑠. The 
front and rear wheel have also a set of DOFs for vertical displacement, 𝑦𝑦𝑡𝑡1 and 𝑦𝑦𝑡𝑡2 respectively. Then, a set of 
kinetic equilibrium functions are formulated for each DOF according to Alembert’s principle. The formulation is 
based on the existing literature [34-36] as shown in Eqns. (1) to (4) respectively. 

Figure 2. Half-car vehicle model 

For vehicle body vibrations up and down:  

𝑚𝑚𝑠𝑠𝑦𝑦�̈�𝑠 + 𝑐𝑐𝑠𝑠1�𝑦𝑦�̇�𝑠 − 𝑦𝑦𝑡𝑡1̇ + �̇�𝜃𝑎𝑎1� + 𝑐𝑐𝑠𝑠2�𝑦𝑦�̇�𝑠 − �̇�𝑦𝑡𝑡2 − �̇�𝜃𝑎𝑎2� + 𝑘𝑘𝑠𝑠1(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡1 + 𝜃𝜃𝑎𝑎1) + 𝑘𝑘𝑠𝑠1(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡2 − 𝜃𝜃𝑎𝑎2) = 0      (1) 

For vehicle body nodes vibration: 

𝐽𝐽�̈�𝜃 + 𝑘𝑘𝑠𝑠1𝑎𝑎1(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡1 + 𝜃𝜃𝑎𝑎1) − 𝑘𝑘𝑠𝑠2𝑎𝑎2(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡2 − 𝜃𝜃𝑎𝑎2) + 𝑐𝑐𝑠𝑠1𝑎𝑎1��̇�𝑦𝑠𝑠 − �̇�𝑦𝑡𝑡1 + �̇�𝜃𝑎𝑎1� − 𝑐𝑐𝑠𝑠2𝑎𝑎2��̇�𝑦𝑠𝑠 − �̇�𝑦𝑡𝑡2 − �̇�𝜃𝑎𝑎2� = 0  

      (2) 

For front axle vertical vibration: 

𝑚𝑚𝑡𝑡1�̈�𝑦𝑡𝑡1 − 𝑘𝑘𝑠𝑠1(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡1 + 𝜃𝜃𝑎𝑎1) − 𝑐𝑐𝑠𝑠1��̇�𝑦𝑠𝑠 − �̇�𝑦𝑡𝑡1 + �̇�𝜃𝑎𝑎1� + 𝑘𝑘𝑡𝑡1(𝑦𝑦𝑡𝑡1 − 𝑦𝑦𝑐𝑐1) = 0             (3) 

For rear axle vertical vibration:  

𝑚𝑚𝑡𝑡2�̈�𝑦𝑡𝑡2 − 𝑘𝑘𝑠𝑠2(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡1 + 𝜃𝜃𝑎𝑎2) − 𝑐𝑐𝑠𝑠2��̇�𝑦𝑠𝑠 − �̇�𝑦𝑡𝑡2 + �̇�𝜃𝑎𝑎2� + 𝑘𝑘𝑡𝑡2(𝑦𝑦𝑡𝑡2 − 𝑦𝑦𝑐𝑐2) = 0             (4) 

where, 𝑚𝑚𝑠𝑠 is the mass of the body and the frame of the vehicle; 𝑚𝑚𝑡𝑡1 and 𝑚𝑚𝑡𝑡2 are the mass of the axle between the 
front and rear wheel set and tires; 𝑘𝑘𝑠𝑠1, 𝑘𝑘𝑠𝑠2, 𝑐𝑐𝑠𝑠1, 𝑐𝑐𝑠𝑠2 are the suspension stiffness and suspension damping between 
wheel set and the body of the vehicle; 𝑘𝑘𝑡𝑡1, 𝑘𝑘𝑡𝑡2, are the stiffness of the front and rear tires respectively; 𝑎𝑎1, 𝑎𝑎2 are 
the distances from the center of gravity to the front wheel and rear wheel. 𝑦𝑦𝑐𝑐1, 𝑦𝑦𝑐𝑐2 are the vertical contact point 
displacements of the wheels on the bridge. Eqns. (1-4) are represented as matrix form as in Eq. (5). 

[𝑀𝑀𝑣𝑣]{�̈�𝑦𝑣𝑣(𝑡𝑡)} + [𝐶𝐶𝑣𝑣]{�̇�𝑦𝑣𝑣(𝑡𝑡)} + [𝐾𝐾𝑣𝑣]{𝑦𝑦𝑣𝑣(𝑡𝑡)} = {𝐹𝐹𝑣𝑣}           (5) 
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where, [𝑀𝑀𝑣𝑣]is the mass matrix, [𝐶𝐶𝑣𝑣] is damping matrix, [𝐾𝐾𝑣𝑣] is the stiffness matrix, {𝑦𝑦𝑣𝑣(𝑡𝑡)} is the DOF vector, {𝐹𝐹𝑣𝑣} 
is the exciting force of the vehicle vibration. Here, 

[𝑀𝑀𝑣𝑣] = �

𝑚𝑚𝑠𝑠 0 0 0
0 𝐽𝐽 0 0
0 0 𝑚𝑚𝑡𝑡1 0
0 0 0 𝑚𝑚𝑡𝑡2

� (6) 

{𝑦𝑦𝑣𝑣} = �

𝑦𝑦𝑠𝑠
𝜃𝜃
𝑦𝑦𝑡𝑡1
𝑦𝑦𝑡𝑡2

� (7) 

[𝐾𝐾𝑣𝑣] =

⎣
⎢
⎢
⎡

𝑘𝑘𝑠𝑠1 + 𝑘𝑘𝑠𝑠2 𝑘𝑘𝑠𝑠1𝑎𝑎1 − 𝑘𝑘𝑠𝑠2𝑎𝑎2 −𝑘𝑘𝑠𝑠1 −𝑘𝑘𝑠𝑠2
𝑘𝑘𝑠𝑠1𝑎𝑎1 − 𝑘𝑘𝑠𝑠2𝑎𝑎2 𝑘𝑘𝑠𝑠1𝑎𝑎12 + 𝑘𝑘𝑠𝑠2𝑎𝑎22 −𝑘𝑘𝑠𝑠1𝑎𝑎1 𝑘𝑘𝑠𝑠2𝑎𝑎2

−𝑘𝑘𝑠𝑠1 −𝑘𝑘𝑠𝑠1𝑎𝑎1 𝑘𝑘𝑠𝑠1 + 𝑘𝑘𝑡𝑡1 0
−𝑘𝑘𝑠𝑠2 𝑘𝑘𝑠𝑠2𝑎𝑎2 0 𝑘𝑘𝑠𝑠2 + 𝑘𝑘𝑡𝑡2⎦

⎥
⎥
⎤
 

 (8) 

[𝐶𝐶𝑣𝑣] = �

𝑐𝑐𝑠𝑠1 + 𝑐𝑐𝑠𝑠2 𝑐𝑐𝑠𝑠1𝑎𝑎1 − 𝑐𝑐𝑠𝑠2𝑎𝑎2 −𝑐𝑐𝑠𝑠1 −𝑐𝑐𝑠𝑠2
𝑐𝑐𝑠𝑠1𝑎𝑎1 − 𝑐𝑐𝑠𝑠2𝑎𝑎2 𝑐𝑐𝑠𝑠1𝑎𝑎12 + 𝑐𝑐𝑠𝑠2𝑎𝑎22 −𝑐𝑐𝑠𝑠1𝑎𝑎1 𝑐𝑐𝑠𝑠2𝑎𝑎2

−𝑐𝑐𝑠𝑠1 −𝑐𝑐𝑠𝑠1𝑎𝑎1 𝑐𝑐𝑠𝑠1 0
−𝑐𝑐𝑠𝑠2 𝑐𝑐𝑠𝑠2𝑎𝑎2 0 𝑐𝑐𝑠𝑠2

� (9) 

3. Modelling of bridge

The Teesta Bridge is located in the northern part of Bangladesh. It is situated in Rangpur District of Bangladesh
on Rangpur-Kurigram Highway. The length and width of the bridge are 750 m and 12.11 m respectively. It is a 
two lane bridge and the bridge system consists of precast girders made composite with cast-in situ 200 mm thick 
reinforced concrete deck slab [37]. It is consists of 15 nos. of medium span (50 m) simply supported PC I-girder 
bridges. The bridge is modelled according to FEM as shown in Fig. 3 which consists of constant flexural rigidity, 
EI along the span, where, E is Young’s modulus, I is the moment of inertia of the bridge cross section, 𝑚𝑚 is the 
mass per unit length of span. The equation of motion (EOM) of the bridge is expressed in Eq. (10). 

[𝑀𝑀𝑏𝑏]{�̈�𝑦𝑏𝑏(𝑡𝑡)} + [𝐶𝐶𝑏𝑏]{�̇�𝑦𝑏𝑏(𝑡𝑡)} + [𝐾𝐾𝑏𝑏]{𝑦𝑦𝑏𝑏(𝑡𝑡)} = {𝐹𝐹𝑏𝑏(𝑥𝑥, 𝑡𝑡)}𝛿𝛿(𝑥𝑥 − 𝑣𝑣𝑡𝑡) (10) 

Where, [𝑀𝑀𝑏𝑏]is the mass matrix, [𝐶𝐶𝑏𝑏] is damping matrix, [𝐾𝐾𝑏𝑏] is the stiffness matrix of the bridge, 𝐹𝐹𝑏𝑏(𝑥𝑥, 𝑡𝑡) is the 
coupled forces on the bridge and {𝑦𝑦𝑏𝑏(𝑡𝑡)} is the vertical bridge displacement at nodal points at time t and 𝛿𝛿 is the 
function of Dirac.  

Figure 3. FE model of the bridge 

Nevertheless, the dynamic response of a structure is in fact, controlled mainly by some low order modes of 
vibration. Therefore, generally, a few lowest modes are often enough to obtain a satisfied result when the 
superposition method is used. Hence, the computational efficiency can be considerably increased. By taking N 
number of vibration modes, the DOF of the bridge will decrease to N, and the bridge displacement can be calculated 
as in Eq. (11) using N-order motion equations using method of mode superposition. 

𝑦𝑦𝑏𝑏(𝑥𝑥, 𝑡𝑡) = {�̈�𝑦𝑏𝑏(𝑡𝑡)} = �{𝜑𝜑𝑖𝑖}
N

𝑖𝑖=1

𝜂𝜂𝑖𝑖(𝑡𝑡) = [𝜑𝜑]{𝜂𝜂(𝑡𝑡)} (11) 

where, {𝜑𝜑𝑖𝑖} is the vibration mode shape of the bridge and 𝜂𝜂𝑖𝑖(𝑡𝑡) is modal co-ordinates. Replacing Eq. (11) into Eq. 
(10), the EOM of the bridge in modal co-ordinate is obtained as in Eq. (12). Multiplying both side of Eq. (12) 
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by {𝜑𝜑𝑛𝑛}𝑇𝑇 , Eq. (13) is obtained and after applying modal orthogonality principal ( {𝜑𝜑𝑛𝑛}𝑇𝑇[𝑀𝑀]{𝜑𝜑𝑖𝑖} =
0,  {𝜑𝜑𝑛𝑛}𝑇𝑇[𝑀𝑀]{𝜑𝜑𝑛𝑛} =  𝑀𝑀𝑛𝑛 ;  {𝜑𝜑𝑛𝑛}𝑇𝑇[𝐾𝐾]{𝜑𝜑𝑖𝑖} = 0, {𝜑𝜑𝑛𝑛}𝑇𝑇[𝐾𝐾]{𝜑𝜑𝑛𝑛} =  𝐾𝐾𝑛𝑛 ) [38], the N uncoupled second order 
differential equations in modal co-ordinates are obtained as in Eq. (14). 

[𝑀𝑀𝑏𝑏][𝜑𝜑]{�̈�𝜂(𝑡𝑡)} + [𝐶𝐶𝑏𝑏][𝜑𝜑]{�̇�𝜂(𝑡𝑡)} + [𝐾𝐾𝑏𝑏][𝜑𝜑]{𝜂𝜂(𝑡𝑡)} = −{𝐹𝐹𝑏𝑏(𝑥𝑥, 𝑡𝑡)}𝛿𝛿(𝑥𝑥 − 𝑣𝑣𝑡𝑡)         (12) 

{𝜑𝜑𝑛𝑛}𝑇𝑇[𝑀𝑀𝑏𝑏][𝜑𝜑]{�̈�𝜂(𝑡𝑡)} + {𝜑𝜑𝑛𝑛}𝑇𝑇[𝐶𝐶𝑏𝑏][𝜑𝜑]{�̇�𝜂(𝑡𝑡)} + {𝜑𝜑𝑛𝑛}𝑇𝑇[𝐾𝐾𝑏𝑏][𝜑𝜑]{𝜂𝜂(𝑡𝑡)} = −{𝜑𝜑𝑛𝑛}𝑇𝑇{𝐹𝐹𝑏𝑏(𝑥𝑥, 𝑡𝑡)}𝛿𝛿(𝑥𝑥 − 𝑣𝑣𝑡𝑡)    (13) 

�̈�𝜂𝑛𝑛(𝑡𝑡) + 2𝜁𝜁𝑛𝑛𝜔𝜔𝑛𝑛�̇�𝜂𝑛𝑛(𝑡𝑡) + 𝜔𝜔𝑛𝑛2𝜂𝜂𝑛𝑛(𝑡𝑡) = − 1
𝑀𝑀𝑛𝑛

{𝜑𝜑𝑛𝑛}𝑇𝑇{𝐹𝐹𝑏𝑏(𝑥𝑥, 𝑡𝑡)}𝛿𝛿(𝑥𝑥 − 𝑣𝑣𝑡𝑡)  𝑛𝑛 = 1,2,3, … … … … … ,𝑁𝑁           (14) 

where, 𝜔𝜔𝑛𝑛 = natural frequency of vibration mode; 𝑀𝑀𝑛𝑛, 𝜁𝜁𝑛𝑛   = modal mass, and modal damping ratio of nth mode 
respectively; if 𝑥𝑥 = 𝑣𝑣𝑡𝑡, 𝛿𝛿(𝑥𝑥 − 𝑣𝑣𝑡𝑡) = 1 else 0. 

The natural frequencies and vibration mode shapes of the bridge are determined by solving the Eigen-value 
problem of the bridge. Static condensation is applied for having reduced mass and stiffness matrix related to only 
translational DOF. The stiffness and mass matrices of the bridge are partitioned as in Eq. (15). Then, the reduced 
matrices are calculated as in Eq. (16). Where, 𝒌𝒌�𝒕𝒕𝒕𝒕  = reduced stiffness matrix and 𝒎𝒎� 𝒕𝒕𝒕𝒕  = reduced mass matrix 
corresponding only to the translational DOFs. The Eigen-value problem is formulated in Eq. (17) and the Eigen 
parameters (i.e., natural frequencies and mode shapes) of the bridge are calculated by using Eigen solution. 

[𝐾𝐾𝑏𝑏] =  �𝑘𝑘𝑡𝑡𝑡𝑡 𝑘𝑘𝑜𝑜𝑡𝑡
𝑘𝑘𝑡𝑡𝑜𝑜 𝑘𝑘𝑜𝑜𝑜𝑜

� , [𝑀𝑀𝑏𝑏] =  �
𝑚𝑚𝑡𝑡𝑡𝑡 𝑚𝑚𝑜𝑜𝑡𝑡
𝑚𝑚𝑡𝑡𝑜𝑜 𝑚𝑚𝑜𝑜𝑜𝑜

�  (15) 

𝑘𝑘�𝑡𝑡𝑡𝑡 = 𝑘𝑘𝑡𝑡𝑡𝑡 − 𝑘𝑘𝑜𝑜𝑡𝑡𝑇𝑇 𝑘𝑘𝑜𝑜𝑜𝑜−1𝑘𝑘𝑜𝑜𝑡𝑡, 𝑚𝑚�𝑡𝑡𝑡𝑡 = 𝑚𝑚𝑡𝑡𝑡𝑡        (16) 

��𝑘𝑘�𝑡𝑡𝑡𝑡� − 𝜔𝜔𝑟𝑟2[𝑚𝑚�𝑡𝑡𝑡𝑡]� {𝜙𝜙𝑟𝑟} =  {0}          (17) 

4. Vehicle bridge interaction

Now, two sets of differential equations have been developed as in Eq. (5) and (14). One of which is for the
vehicle as in Eq. (5) and another set is for the bridge as in Eq. (14). For developing interaction between the vehicle 
and the bridge sub-systems, the compatibility conditions are applied at the contact points and the coupled equation 
of motions are formulated. The effect of pavement roughness is incorporated here as wheel displacement are the 
resultant of both pavement roughness and bridge displacement as in Eqns. (18-19) where the wheel vertical 
displacement, 𝑦𝑦𝑐𝑐1 and 𝑦𝑦𝑐𝑐2 are calculated. The forces on the bridge consist of the weight of vehicle and wheel body 
and the elastic forces as calculated in Eqns. (20-21). These forces result in the coupling between the bridge and 
vehicle vibration. The coupled vehicle bridge model is shown in Fig. 4. 

Figure 4. The model of coupled vehicle bridge vibration 

𝑦𝑦𝑐𝑐1 = 𝑦𝑦𝑏𝑏(𝑥𝑥1, 𝑡𝑡) + 𝑟𝑟(𝑥𝑥1) =  ∑ 𝜑𝜑𝑖𝑖(𝑥𝑥1)𝜂𝜂𝑖𝑖(𝑡𝑡) + 𝑟𝑟1𝑁𝑁
𝑖𝑖=1  (18) 

𝑦𝑦𝑐𝑐2 = 𝑦𝑦𝑏𝑏(𝑥𝑥2, 𝑡𝑡) + 𝑟𝑟(𝑥𝑥2) =  ∑ 𝜑𝜑𝑖𝑖(𝑥𝑥2)𝜂𝜂𝑖𝑖(𝑡𝑡) + 𝑟𝑟2𝑁𝑁
𝑖𝑖=1         (𝑥𝑥2 = 𝑥𝑥1 − 𝑎𝑎) (19) 

𝐹𝐹1(𝑥𝑥1, 𝑡𝑡) = 𝑊𝑊1 − 𝐾𝐾𝑡𝑡1(𝑦𝑦𝑡𝑡1 − 𝑦𝑦𝑐𝑐1)      (20) 

𝐹𝐹2(𝑥𝑥2, 𝑡𝑡) = 𝑊𝑊2 − 𝐾𝐾𝑡𝑡2(𝑦𝑦𝑡𝑡2 − 𝑦𝑦𝑐𝑐2)      (21) 

ms 𝜃𝜃 J

s cs2 cs1 
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where,  𝑦𝑦𝑐𝑐1 and 𝑦𝑦𝑐𝑐2 are the displacements of the front and rear wheels respectively; 𝑟𝑟1and 𝑟𝑟2 are the roughness at 
the front and rear wheel contact points respectively. 𝐹𝐹1(𝑥𝑥1, 𝑡𝑡) and 𝐹𝐹2(𝑥𝑥2, 𝑡𝑡) are the point forces at the wheel contact 
points; 𝑊𝑊 is the static load which comprises of sprung weight and un-sprung weight. 

Now according to compatibility conditions, the coupling is done within matrix format using equations (1), (2), 
(3), (4) and (12). Replacing 𝐹𝐹𝑖𝑖(𝑥𝑥, 𝑡𝑡) from Eqns. (20-21) in Eq. (14), Eq. (26) is obtained. Eqns. (22-26) are 
converted to a matrix representation as in Eq. (27) which is the coupled matrix formulation of both the vehicle and 
the bridge subsystems interacting together. 

𝑚𝑚𝑠𝑠𝑦𝑦�̈�𝑠 + 𝑐𝑐𝑠𝑠1�𝑦𝑦�̇�𝑠 − 𝑦𝑦𝑡𝑡1̇ + �̇�𝜃𝑎𝑎1� + 𝑐𝑐𝑠𝑠2�𝑦𝑦�̇�𝑠 − �̇�𝑦𝑡𝑡2 − �̇�𝜃𝑎𝑎2� + 𝑘𝑘𝑠𝑠1(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡1 + 𝜃𝜃𝑎𝑎1) + 𝑘𝑘𝑠𝑠1(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡2 − 𝜃𝜃𝑎𝑎2) = 0  

(22) 

𝐽𝐽�̈�𝜃 + 𝑘𝑘𝑠𝑠1𝑎𝑎1(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡1 + 𝜃𝜃𝑎𝑎1) − 𝑘𝑘𝑠𝑠2𝑎𝑎2(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡2 − 𝜃𝜃𝑎𝑎2) + 𝑐𝑐𝑠𝑠1𝑎𝑎1��̇�𝑦𝑠𝑠 − �̇�𝑦𝑡𝑡1 + �̇�𝜃𝑎𝑎1� − 𝑐𝑐𝑠𝑠2𝑎𝑎2��̇�𝑦𝑠𝑠 − �̇�𝑦𝑡𝑡2 − �̇�𝜃𝑎𝑎2� = 0 

      (23) 

𝑚𝑚𝑡𝑡1�̈�𝑦𝑡𝑡1 − 𝑘𝑘𝑠𝑠1(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡1 + 𝜃𝜃𝑎𝑎1) − 𝑐𝑐𝑠𝑠1��̇�𝑦𝑠𝑠 − �̇�𝑦𝑡𝑡1 + �̇�𝜃𝑎𝑎1� + 𝑘𝑘𝑡𝑡1(𝑦𝑦𝑡𝑡1 − 𝑦𝑦𝑐𝑐1𝛿𝛿1) = 0   (24) 

𝑚𝑚𝑡𝑡2�̈�𝑦𝑡𝑡2 − 𝑘𝑘𝑠𝑠2(𝑦𝑦𝑠𝑠 − 𝑦𝑦𝑡𝑡1 + 𝜃𝜃𝑎𝑎2) − 𝑐𝑐𝑠𝑠2��̇�𝑦𝑠𝑠 − �̇�𝑦𝑡𝑡2 + �̇�𝜃𝑎𝑎2� + 𝑘𝑘𝑡𝑡2(𝑦𝑦𝑡𝑡2 − 𝑦𝑦𝑐𝑐2𝛿𝛿2)  =   0  (25) 
𝑎𝑎2𝜑𝜑1𝑛𝑛𝛿𝛿1+𝑎𝑎1𝜑𝜑2𝑛𝑛𝛿𝛿2

𝑎𝑎
𝑚𝑚𝑠𝑠�̈�𝑦𝑠𝑠 + 𝜑𝜑1𝑛𝑛𝛿𝛿1−𝜑𝜑2𝑛𝑛𝛿𝛿2

𝑎𝑎
𝐽𝐽�̈�𝜃 + 𝜑𝜑1𝑛𝑛𝛿𝛿1𝑚𝑚𝑡𝑡1�̈�𝑦𝑡𝑡1 + 𝜑𝜑2𝑛𝑛𝛿𝛿2𝑚𝑚𝑡𝑡2�̈�𝑦𝑡𝑡2 + �̈�𝜂𝑛𝑛 + 2𝜁𝜁𝑛𝑛𝜔𝜔𝑛𝑛�̇�𝜂𝑛𝑛 + 𝜔𝜔𝑛𝑛2𝜂𝜂𝑛𝑛 =

−( 𝜑𝜑1𝑛𝑛𝑊𝑊1𝛿𝛿1 + 𝜑𝜑2𝑛𝑛𝑊𝑊2𝛿𝛿2 )          (26) 

[𝑀𝑀(𝑡𝑡)]��̈�𝑌� + [𝐶𝐶(𝑡𝑡)]��̇�𝑌� + [𝐾𝐾(𝑡𝑡)]{𝑌𝑌} = {𝑄𝑄(𝑡𝑡)}          (27) 

Here, [𝑀𝑀(𝑡𝑡)] , [𝐶𝐶(𝑡𝑡)]  and [𝐾𝐾(𝑡𝑡)]  are (n+4) orders coupled time dependent mass, damping and stiffness 
matrices; {𝑄𝑄(𝑡𝑡)} is (n+4) order force vector as shown in Eq. (28) and {𝑌𝑌} is (n+4) order displacement vector 
consisting of modal response of bridge combined with vehicle response as shown in Eq. (29). By solving Eq. (27), 
vehicle responses can be obtained directly from the solution and bridge responses are calculated using Eq. (11). 

{𝑄𝑄(𝑡𝑡)} =

⎩
⎪
⎪
⎨

⎪
⎪
⎧

0
0

𝑘𝑘𝑡𝑡1𝑟𝑟1𝛿𝛿1
𝑘𝑘𝑡𝑡2𝑟𝑟2𝛿𝛿2

−( 𝜑𝜑11𝑊𝑊1𝛿𝛿1 + 𝜑𝜑21𝑊𝑊2𝛿𝛿2 )
−( 𝜑𝜑12𝑊𝑊1𝛿𝛿1 + 𝜑𝜑22𝑊𝑊2𝛿𝛿2 )

⋮
−( 𝜑𝜑1𝑛𝑛𝑊𝑊1𝛿𝛿1 + 𝜑𝜑2𝑛𝑛𝑊𝑊2𝛿𝛿2 )⎭

⎪
⎪
⎬

⎪
⎪
⎫

(28) 

{𝑌𝑌(𝑡𝑡)} =

⎩
⎪⎪
⎪
⎨

⎪⎪
⎪
⎧
𝑦𝑦𝑠𝑠(𝑡𝑡)
𝜃𝜃

𝑦𝑦𝑡𝑡1(𝑡𝑡)
𝑦𝑦𝑡𝑡2(𝑡𝑡)
𝜂𝜂1(𝑡𝑡)
𝜂𝜂2(𝑡𝑡)
⋮

𝜂𝜂𝑛𝑛(𝑡𝑡)⎭
⎪⎪
⎪
⎬

⎪⎪
⎪
⎫

(29) 

5. Bridge deck surface roughness modelling

The wheels of the vehicle are presumed to remain in contact with the bridge deck. Therefore, the displacement
of the wheels remain equal to that of the bridge deck at the contact points. The deck surface roughness plays a vital 
role in stimulating vehicle vibrations which is simulated theoretically. Artificial surface roughness of Class A-B 
profile according to ISO 8608 classification [39-40] is generated using Eq. (30). 

𝑟𝑟(𝑥𝑥) =  �√∆𝑛𝑛. 2𝑘𝑘 . 10−3. �
𝑛𝑛0
𝑖𝑖.∆𝑛𝑛

� . 𝑐𝑐𝑐𝑐𝑐𝑐(2𝜋𝜋. 𝑖𝑖.∆𝑛𝑛. 𝑥𝑥 + 𝜑𝜑𝑖𝑖)
𝑁𝑁

𝑖𝑖=0

 (30) 
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Where, L is the length of the road profile and B is the sampling interval; 𝑥𝑥 is the abscissa variable from 0 to L; 
∆𝑛𝑛 = 1/𝐿𝐿; 𝑛𝑛𝑚𝑚𝑎𝑎𝑚𝑚 = 1/𝐵𝐵; 𝑁𝑁 = 𝑛𝑛𝑚𝑚𝑎𝑎𝑚𝑚/∆𝑛𝑛 = 𝐿𝐿/𝐵𝐵; 𝑘𝑘 is a constant value which depends on ISO road roughness 
classification and varies from 3 to 9, corresponding to the road roughness profiles from class A to class H. Also, 
𝑛𝑛0 = 0.1 cycles/m; 𝜑𝜑𝑖𝑖 is the random phase angle following a uniform probabilistic distribution within 0 to 2π. 

6. Determination of dynamic impact factor of the bridge

The equations representing the VBI system are the differential equation set with time-varying coefficients.
Numerical analysis is performed here to solve the coupled system. Newmark’s β method is used for solving 
numerically the coupled formulation as in Eq. (27) resulting from the differential equations of bridge and vehicle 
subsystems. This numerical method breaks the time into different number of steps with an increment of ∆t. ∆t 
represents the time required for the vehicle to traverse one bridge element (∆L) with a vehicle speed (v), where, 
∆𝑡𝑡 = ∆𝐿𝐿/𝑣𝑣 . In this section, the vehicle induced bridge dynamic responses are analyzed and the dynamic impact 
factor of the existing I-girder bridge (Teesta Bridge) is determined. The influence of vehicle speed and bridge deck 
surface roughness are also investigated. The vehicle wheel and the vehicle body will be studied in terms of 
acceleration and displacement.  

6.1 Vehicle and bridge dynamic parameters 
The dynamic parameters of the Half-car vehicle model are provided in Table 1 following the references [8, 41]. 

The vehicle model is based on the H20-44 truck design loadings included in the American Association of State 
Highway and Transportation Officials (AASHTO) specifications [42]. 

Table 1. Vehicle dynamic parameters 
Element Notation Value 
Stiffnesses (N/m) 
Front wheel kt1 1570000 
Rear wheel kt2 3140000 
Front suspension ks1 232000 
Rear suspension ks2 746000 
Damping (N-s/m) 
Front suspension cs1 50000 
Rear suspension cs2 70000 
Masses (kg) 
Front axle mt1 600 
Rear axle mt2 1000 
Body ms 17000 
Rotary Inertia (kg-m2)    J 90000 
Vehicle speed (km/h)    V 40, 60, 80, 100 
Distances from C.G.(m) 
From front wheel 𝑎𝑎1 3.8 
From rear wheel 𝑎𝑎2 1.5 

Teesta Bridge is a simply supported PC I-girder bridge and consists of five girders with 200 mm thick deck 
slab. Each span of the bridge is 50 m. A single lane of the bridge subjected to one vehicle is considered for the 
finite element modelling. The flexural rigidity (EI) and mass of the bridge girder is calculated as 6.96×1010 Nm2 
and 6818.5 kg/m respectively. 5% modal damping is assumed for the bridge for all the modes. It is to be mentioned 
that the allowable maximum vehicle speed is 60 km/hr for this bridge. 

6.2 Dynamic impact on bridge for front wheel 
 Using the parameters of vehicle and bridge, the coupled vehicle-bridge interaction problem as in Eq. (27) is 

solved and the contact point forces are calculated using Eqns. (20-21). Four vehicle speeds are considered such as 
40 km/hr, 60 km/hr, 80 km/hr and 100 km/hr.  

In this section, a detail description of IM for the first contact point is provided. This study also describes the 
amplification of the contact point forces on the bridge due to VBI with respect to static vehicle loading. The front 
wheel contact point force of the vehicle passing the bridge at different speeds are typically shown in Fig. 5. It gives 
the insight of actual point force on the bridge in a vehicle bridge interaction system. The static point force of front 
wheel at the first contact point on the bridge is (𝑚𝑚𝑠𝑠

𝑎𝑎
× 𝑎𝑎2 + 𝑚𝑚𝑡𝑡1) × 𝑔𝑔 or 5.30×104 N. Fig. 5 shows that the dynamic 

contact point force varies on the bridge profile due to VBI which is significantly higher than static contact point 
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force. The difference between the static point force and the maximum dynamic point force is calculated in Table 
2 which varies from 22.5% to 47.2% for different vehicle speeds. It also shows that maximum dynamic force 
increases rapidly with the increase of vehicle speed.  

Figure 5. Front wheel contact point forces at different vehicle speeds along the bridge span 

Table 2. Front wheel contact point forces 
Vehicle speed 

 (kmh-1) 
Static Point Force 

(N) 
Maximum Dynamic Point Force 

(N) 
Percent Increase 

(%) 
40 
60 
80 

100 

5.30×104 
5.30×104 
5.30×104 
5.30×104 

6.51×104 

6.91×104 

7.18×104 

7.81×104 

22.5 
30.1 
35.2 
47.2 

Figure 6. Bridge dynamic displacement at front wheel contact point considering VBI 

Now, the vehicle induced dynamic displacement of the bridge is calculated for different vehicular velocities. 
Fig. 6 displays the vertical displacement (yb) of bridge at different contact point of the wheel on the bridge 
considering vehicle bridge interaction obtained from Eq. (27). It also shows the vertical displacement responses 
of the bridge with the change of vehicle speeds. At lower vehicle speed, due to comparatively lower dynamic 
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influence, the bridge vertical displacement is less while with the increase of speed, the displacement increases. A 
finite element software package, SAP2000 [43] is used to obtain the bridge static displacement response at wheel 
contact points using the built-in moving load analysis program of the software to compare with the dynamic 
displacement as calculated following the VBI formulation considered in this study. Fig. 7(a) shows the moving 
static wheel loads on the bridge and Fig. 7(b) represents the maximum vertical displacement envelope of the bridge 
due to moving static vehicle loads. From Fig. 7(b), the maximum static displacement is calculated which is 
tabulated in Table 3. 

At this point, the dynamic displacement considering VBI and maximum static displacement of the bridge for 
the given vehicle are available, the dynamic impact factor (IM) for front wheel contact point of the Teesta Bridge 
is calculated in Table 3. The bridge was built according to AASHTO 2005 [44] bridge standard, where dynamic 
impact factor was calculated as per Eq. (31), where, L is the length of the bridge in feet, which result in the IM 
value of 0.176 or 17.6%. However, from Table 3, it is evident that the considerations of bridge deck roughness 
and also the VBI have result in higher IM than the design IM value used in the bridge. 

𝐼𝐼𝑀𝑀 = 50
𝐿𝐿+125

     (31) 

Figure 7. Bridge static displacement due to moving vehicle load 

Table 3.  Dynamic impact factor (IM) for front wheel contact point 
Vehicle speed 

 (kmh-1) 
Static Displacement 

(mm) 
Maximum Dynamic Displacement 

(mm) 
IM 
(%) 

40 
60 
80 

100 

6.1 
6.1 
6.1 
6.1 

7.3 

7.7 

8.0 

8.5 

19.7 
26.2 
31.2 
39.3 

6.3 Dynamic impact with and without considering VBI 
Usually, most of the common finite element software do not consider Vehicle-Bridge Interaction while 

calculating the dynamic vertical displacement of bridge subjected to moving vehicle load calculated using dynamic 
time history analysis procedure. In this section, the dynamic impact is compared with and without considering 
VBI. To determine the dynamic impact without considering VBI, the bridge is modeled using SAP2000 FE 
software as in Fig. 7(a) and the dynamic time history analysis is performed under moving vehicle load. Fig. 8 
displays the comparison between the dynamic displacement response of the bridge with and without considering 
the VBI for a particular vehicle speed of 80 Kmh-1, where vertical displacement of the bridge is plotted against the 
first wheel contact point location of vehicle on the bridge. It is evident from Fig. 8 that, there is significant rise in 
bridge displacement if VBI is considered. Table 4 shows the difference in IM between the two cases. 

Table 4. Bridge dynamic deflection with and without consideration of VBI 
Type of Analysis Maximum Dynamic Displacement 

(mm) 
IM 
(%) 

Without VBI 
With VBI 

6.5 
8.1 

6.6 
32.8 

Unit: mm 

X

Z

-5.85-5.4-4.95-4.5-4.05-3.6-3.15-2.7-2.25-1.8-1.35-0.9-0.450.E-3

(b) 

Unit: N 

(a)
A

1

B

1

1
2
9
2
4
9
.5

5
3
0
3
0
.

X

Z
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Figure 8. Vertical dynamic displacement of bridge with and without considering VBI 

6.4 Dynamic impact on bridge for rear wheel 
Similar to the front wheel, the contact point force for the rear wheel also varies throughout the bridge length 

due to VBI. The static point force for rear wheel at the second contact point on the bridge is (𝑚𝑚𝑠𝑠
𝑎𝑎

× 𝑎𝑎1 + 𝑚𝑚𝑡𝑡2) × 𝑔𝑔 
or 1.29×105 N.  Fig. 9 shows that the contact point force on the bridge for different vehicle speeds while the rear 
wheel passes the bridge is neither constant nor equal to the static force. The maximum dynamic force is determined 
and percent increase as compared to the static force is calculated in the Table 5. 

Figure 9. Contact point force of rear wheel along the bridge span 

Table 5. Rear wheel contact point forces 
Vehicle Speed 

 (kmh-1) 
Static Point Force 

(N) 
Maximum Dynamic Point Force 

(N) 
Percent Increase 

(%) 
40 
60 
80 

100 

1.29×105 
1.29×105 
1.29×105 
1.29×105 

1.58×105 

1.67×105 

1.71×105 

1.73×105 

21.8 
29.1 
32.2 
33.7 

The dynamic displacement of the bridge at rear wheel contact point is shown in Fig. 10 for the different vehicle 
speeds considered in this study. The displacement is much more than the front wheel contact point as higher value 
of dynamic force is observed on the rear wheel contact point. The displacement curve is not smooth as well due to 
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variation of dynamic forces over the bridge. Dynamic impact with respect to the static displacement of bridge, is 
also determined for this case in Table 6. It is understood that dynamic impact of the rear wheel contact point 
follows the same trend as front wheel contact location with the higher magnitude than previous one as the static 
force on rear wheel contact point is higher than that of the front wheel. 

Figure 10. Bridge dynamic displacement at rear wheel contact point 

Table 6. Dynamic impact (IM) for rear wheel contact point 
Vehicle Velocity 

 (kmh-1) 
Static Displacement 

(mm) 
Maximum Dynamic 
Displacement (mm) 

IM 
(%) 

40 
60 
80 

100 

6.1 
6.1 
6.1 
6.1 

7.4 

7.8 

8.1 

8.7 

21.3 
27.9 
32.8 
42.6 

6.5 Dynamic impact for different pavement deck surface roughness 
For calculation of the dynamic magnification of a bridge, deck surface roughness plays a vital role. Surface 

characterstics of the deck pavement has influence on the VBI system by increasing the force on the bridge and 
thereby influencing the dynamic displacement of the bridge. Higher pavement surface roughness will eventually 
result in increasing the contact force on the bridge which will result in large vertical displacement of the bridge. 
Four surface roughness conditions are considered as Class A-B, Class B-C, Class C-D and Class D-E. Next, all 
the calculations are performed similarly as described in the previous sections and finally the dynamic contact point 
forces and vertical dynamic displacements of the bridge for each roughness cases are determined. Table 7 shows 
the percent increase in wheel contact forces over static one for various deck surface roughness conditions for a 
typical vehicle speed of 80 km/h. Fig. 11 shows the bridge contact point dynamic displacement for different 
roughness conditions. It is observed that the bridge vertical dynamic displacement is comparatively higher for the 
higher surface roughness condition. The dynamic impact for different roughness conditions are also calculated in 
Table 8. 

Table 7. Dynamic contact point force for different surface roughness 
Surface 

Roughness 
Maximum Dynamic 

Point Force (N) 
Percent 

Increase (%) 
Class A-B 7.18×104 35.2 
Class B-C 8.60×104 62.0 
Class C-D 1.11×105 109.1 
Class D-E 1.76×105 231.5 

Table 8. Dynamic impact for different bridge deck surface roughness 
Surface 

Roughness 
Maximum Dynamic Displacement 

(m) 
IM 
(%) 

Class A-B 0.0080 31.2 
Class B-C 0.0088 44.3 
Class C-D 0.0102 67.2 
Class D-E 0.0129 111.8 
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Figure 11. Bridge dynamic displacement under wheel contact point for different surface roughness 

7. Conclusions

Pre-stressed Concrete (PC) I-girder bridges are widely used for highways; the dynamic impact factors (IM) of
these bridges vary within a wide range. This paper examines the dynamic impact factor of a 50 m span existing 
PC I-girder Bridge named as Teesta Bridge situated in Bangladesh considering the effect of vehicle bridge 
interaction phenomenon. The influences of the vehicle travelling speed and bridge deck surface roughness on the 
impact factor are also investigated. For vehicle bridge interaction modelling, the Half-car vehicle dynamic model 
is utilized and for the bridge, a discretized finite element model is developed. The coupling between the two 
subsystems is performed based on compatibility condition at the contact point of the wheel and the bridge which 
results in a time dependent complex mathematical formulation of the combined system. Newmark-β method, is 
utilized to solve the coupled formulation to obtain the bridge and the vehicle responses. The conclusions of this 
study can be drawn as follows:  

a) The contact point forces of wheels on the bridge increase significantly due to dynamic effect than that of
static wheel loads. 

b) The dynamic displacement and IM of the bridge increase with the increase of vehicle speed.
c) The bridge was designed for an impact factor of 17.6%. However, in this study, it is observed that with due

consideration of vehicle bridge interaction and pavement surface roughness, the dynamic impact exceeds the 
designed value for all the vehicle speeds considered. 

d) For the allowable speed limit of 60 km/hr for the bridge, the IM is found in the range of 26% to 28% for front
and rear wheel contact points. For higher value of vehicle speed, the impact factor keeps rising and for a speed of 
100 kmh-1, it becomes more than 40%. 

e) The IM for the rear wheel contact is higher than that of front wheel, which infers that with increment in
loading the IM also increases. 

f) Deck surface roughness also affects the dynamic behavior of the bridge significantly. The impact factor
increases with the increase of roughness. Therefore, the deck surface roughness should be kept in good condition 
to avoid the increase in IM value. 

A future work is required to be performed on the implementation of this method in the field experiment to 
investigate the impact factor of the bridge experimentally. 
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1. Introduction

The heavy spanning cable, or cable with self-weight, is a classic example in physics, mathematics and
engineering. It was studied since Galileo, but its exact shape, the catenary, awaits the Bernoulli brothers [1]. Recent 
discussions can be found in [2,3]. The catenary supporting a single concentrated load was first discussed by Routh 
[4]. Multiple loads were studied by Irvine and Sinclair [5], and by Kim and Lee [6] using finite elements. The 
catenary cable was extended to include non-uniform self-weight [7], and to three dimensions [8,9]. When inverted, 
the catenary represents a funicular (moment-less) arch [10].  

For a suspension bridge, the main cable (which has self-weight) may also support a horizontal load such as a 
deck. The cable shape is no longer a catenary. In these cases, numerical means (finite elements, iteration etc) are 
used. See e.g. [11,12].   

Recently the closed-form solution for the heavy cable loaded with a uniform deck was found independently by 
Wang and Wang [13] and Lewis [14]. This analytic solution greatly simplifies the computation for the cable shape, 
or the form-finding process. Being exact, it also serves as a benchmark for numerical and other approximate 
methods. Optimization was not considered in these sources. 

A cable can be optimized differently, depending on the object of optimization. Aside from cost optimization 
(e.g. [15]), there are three basic shape optimizations. The first class of optimization considers the cable of variable 
cross-sectional area such that the stress everywhere is constant (fully-stressed) [16-19]. The second class of 
optimization considers the loaded, uniform cable which has a minimum total weight [20-22]. The third class of 
optimization considers the uniform cable with minimal maximum tension. Such an optimum was found by Wang 
[23] but only for the uniform catenary (without a load) and Wang [24] for the catenary with a single concentrated
load. Minimizing total weight is different from minimizing tension. For example, the cable can be very taut, with
minimal weight but very large tension.

The main purpose of the present work is to optimize the heavy uniform cable with a uniform load (deck) with 
respect to the least cable tension. Such an endeavor is fundamental in the design of suspension bridges. We shall 
consider the cable spanning different heights, which is important for sides spans of suspension bridges.  

We assume the weight of the suspenders is negligible in comparison to that of the cable or the deck, and the 
load due to the deck is spanwise continuously distributed. The assumption of continuous distribution versus the 
actual situation of discrete distribution will be discussed.       

2. Formulation

Fig. 1(a) shows a cable of weight per length 𝜌𝜌 suspending a horizontal deck of weight per length �̄�𝜌 through
discrete suspenders of negligible weight (for twin cables, divided appropriately by two). The deck has span length 
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L, the cable length is lL, and the cable ends have a height difference of hL. Note that the main span of a suspension 
bridge usually has cables of equal heights while the end spans must have different heights. Our question is, given 
the afore-mentioned parameters, what are the maximum tension and the sag of the cable?  

     (a)                                                                           (b) 
Fig. 1 (a) Spanning cable supporting a deck. (b) Force balance on an elemental segment 

Normalize all lengths by L, and all forces by𝜌𝜌𝜌𝜌. Let (x,y) be Cartesian coordinates place at the lower (left) end 
of the cable. Let 𝜃𝜃 be the local angle of inclination and T be the tension of the cable. The normalized horizontal 
force X is constant but the vertical force Y varies with the arc length s from the origin.  

𝑋𝑋 = 𝑇𝑇(𝑠𝑠) 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃 =constant,  𝑌𝑌 = 𝑇𝑇(𝑠𝑠) 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃    (1) 

A vertical force balance on an elemental segment ds (Fig. 1b) gives 

𝑑𝑑𝑌𝑌 = 𝑑𝑑𝑠𝑠 + 𝜆𝜆𝑑𝑑𝜆𝜆    (2) 

where the density ratio is 𝜆𝜆 = �̄�𝜌/𝜌𝜌. 
Geometry dictates 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃 , 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃    (3) 

Eqs.(1-3) yield 

𝑑𝑑
𝑑𝑑𝑑𝑑

(𝑇𝑇 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃) = 1 + 𝜆𝜆 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃    (4) 

or 

𝑋𝑋 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑐𝑐𝑐𝑐𝑠𝑠2 𝜃𝜃 [1 + 𝜆𝜆 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃]   (5) 

The boundary conditions are 

𝜆𝜆| 𝑑𝑑=0 = 0, 𝑦𝑦| 𝑑𝑑=0 = 0   (6) 

𝜆𝜆| 𝑑𝑑=𝑙𝑙 = 1, 𝑦𝑦| 𝑑𝑑=𝑙𝑙 = ℎ  (7) 

Integrating Eqs.(3,5) gives 

𝜆𝜆 = 𝑋𝑋 ∫ 𝑑𝑑𝑑𝑑
𝑐𝑐𝑐𝑐𝑑𝑑 𝑑𝑑(1+𝜆𝜆 𝑐𝑐𝑐𝑐𝑑𝑑 𝑑𝑑)

= 𝑋𝑋[𝑙𝑙𝑠𝑠( 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃 + 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃) − 𝐹𝐹(𝜃𝜃, 𝜆𝜆) + 𝐴𝐴]   (8) 

where   

𝐹𝐹(𝜃𝜃, 𝜆𝜆) =

⎩
⎪
⎨

⎪
⎧

2𝜆𝜆
�1−𝜆𝜆2

𝑡𝑡𝑡𝑡𝑠𝑠−1 �√1−𝜆𝜆
√1+𝜆𝜆

𝑡𝑡𝑡𝑡𝑠𝑠 𝑑𝑑
2
� , 𝜆𝜆 < 1

𝑡𝑡𝑡𝑡𝑠𝑠 𝑑𝑑
2

, 𝜆𝜆 = 1
𝜆𝜆

�𝜆𝜆2−1
𝑙𝑙𝑠𝑠 �𝜆𝜆+𝑐𝑐𝑐𝑐𝑑𝑑 𝑑𝑑+

�𝜆𝜆2−1𝑑𝑑𝑠𝑠𝑠𝑠 𝑑𝑑
1+𝜆𝜆 𝑐𝑐𝑐𝑐𝑑𝑑 𝑑𝑑

� , 𝜆𝜆 > 1

  (9) 

𝑦𝑦 = 𝑋𝑋 �𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃 − 𝜆𝜆 𝑙𝑙𝑠𝑠 �𝑑𝑑𝑠𝑠𝑐𝑐 𝑑𝑑+𝜆𝜆
1+𝜆𝜆

� + 𝐵𝐵�  (10) 
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Except for the constants A and B, Eqs.(8-10) essentially have the same form as the analytic solution for equal 
heights [13,14]. However, the form-finding method is different. 

Our method is as follows. In order to relate 𝜃𝜃 and s we further integrate Eq.(5) to obtain 

𝑠𝑠 = 𝑋𝑋[𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃 − 𝜆𝜆 𝑙𝑙𝑠𝑠( 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃 + 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃) + 𝜆𝜆2𝐹𝐹(𝜃𝜃, 𝜆𝜆) + 𝐶𝐶]       (11) 

For the present problem, it is still not trivial to find the unknowns A,B,C,X from the boundary conditions 
Eqs.(6.7). 

Let 𝜃𝜃0 be the angle at s=0, and 𝜃𝜃𝑙𝑙 be the angle at the end s=l. Evaluating Eqs.(11, 8, 10) at the origin gives 

𝐶𝐶 = −𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃0 + 𝜆𝜆 𝑙𝑙𝑠𝑠( 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃0 + 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃0) − 𝜆𝜆2𝐹𝐹(𝜃𝜃0, 𝜆𝜆)  (12) 

𝐴𝐴 = − 𝑙𝑙𝑠𝑠( 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃0 + 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃0) + 𝐹𝐹(𝜃𝜃0, 𝜆𝜆)        (13) 

𝐵𝐵 = −𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃0 + 𝜆𝜆 𝑙𝑙𝑠𝑠 �𝑑𝑑𝑠𝑠𝑐𝑐 𝑑𝑑0+𝜆𝜆
1+𝜆𝜆

�        (14) 

Eq.(11) at s=l is then 

𝑙𝑙 = 𝑋𝑋[𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑙𝑙 − 𝜆𝜆 𝑙𝑙𝑠𝑠( 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑙𝑙 + 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃𝑙𝑙) + 𝜆𝜆2𝐹𝐹(𝜃𝜃𝑙𝑙 , 𝜆𝜆) + 𝐶𝐶]       (15) 

Then eliminate X from Eqs.(7, 8, 10, 15) to yield 

 𝑙𝑙[𝑙𝑙𝑠𝑠( 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑙𝑙 + 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃𝑙𝑙) − 𝐹𝐹(𝜃𝜃𝑙𝑙 , 𝜆𝜆) + 𝐴𝐴] = 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑙𝑙 − 𝜆𝜆 𝑙𝑙𝑠𝑠( 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑙𝑙 + 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃𝑙𝑙) + 𝜆𝜆2𝐹𝐹(𝜃𝜃𝑙𝑙, 𝜆𝜆) + 𝐶𝐶        (16) 

ℎ[𝑙𝑙𝑠𝑠( 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑙𝑙 + 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃𝑙𝑙) − 𝐹𝐹(𝜃𝜃𝑙𝑙 , 𝜆𝜆) + 𝐴𝐴] = 𝑠𝑠𝑠𝑠𝑐𝑐 𝜃𝜃𝑙𝑙 − 𝜆𝜆 𝑙𝑙𝑠𝑠 �𝑑𝑑𝑠𝑠𝑐𝑐 𝑑𝑑𝑙𝑙+𝜆𝜆
1+𝜆𝜆

� + 𝐵𝐵  (17) 

From Eqs.(16,17) we solve for 𝜃𝜃0,𝜃𝜃𝑙𝑙 using a 2D root search algorithm. The horizontal force X can then be 
obtained from Eq.(15), and the shape of the cable from the parametric Eqs.(8,10). The maximum tension is at the 
higher end. Eq.(1) gives 

𝑇𝑇 = 𝑋𝑋
𝑐𝑐𝑐𝑐𝑑𝑑 𝑑𝑑𝑙𝑙

      (18) 

The sag (if any) is located at 𝜃𝜃 = 0 or at s=XC, provided 0<s<l. Table 1 shows the results. For 𝜆𝜆 =0, the deck 
is absent and the cable is a free catenary. An increase in 𝜆𝜆 increases the tension and decreases the sag. For shorter 
cable lengths, the sag disappears since the cable always have positive slope. If 𝑙𝑙 < √1 + ℎ2the cable cannot span 
the two end points. Sag always increases with the cable length l. The maximum tension T first decreases then 
increases with increased l. Given the end points, the cable length and the densities of the cable and deck, one can 
obtain the tension and sag from Table 1. These tables, presented here for the first time, can be interpolated for 
practical purposes. 

Table 1a. Maximum tension T and sag S (with asterisk) for given height h and length of cable l (density ratio 𝜆𝜆 
=0). Empty cells denote the end points cannot be spanned. 

l\h 0 0.25 0.5 0.75 1 1.5 
1.1 0.8572 

0.199* 
1.0940 
0.067* 

-- -- -- -- 

1.2 0.7621 
0.292* 

0.9151 
0.162* 

1.217 
0.027* 

-- -- -- 

1.4 0.7782 
0.437* 

0.9098 
0.310* 

1.062 
0.177* 

1.286 
0.043* 

-- -- 

1.6 0.8488 
0.564* 

0.9763 
0.437* 

1.111 
0.308* 

1.260 
0.174* 

1.467 
0.043* 

-- 

1.8 0.9342 
0.682* 

1.060 
0.556* 

1.190 
0.428* 

1.325 
0.297* 

1.474 
0.164* 

-- 

2 1.027 
0.796* 

1.151 
0.670* 

1.279 
0.543* 

1.409 
0.414* 

1.544 
0.283* 

1.900 
0.024* 

2.2 1.120 
1.015* 

1.246 
0.781* 

1.372 
0.654* 

1.500 
0.526* 

1.630 
0.397* 

1.916 
0.133* 

2.4 1.216 
1.015* 

1.342 
0.890* 

1.468 
0.763* 

1.594 
0.636* 

1.723 
0.508* 

1.989 
0.246* 
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Table 1a. (Continued). 
2.6 1.314 

1.122* 
1.439 
0.997* 

1.564 
0.871* 

1.691 
0.744* 

1.818 
0.617* 

2.077 
0.358* 

2.8 1.411 
1.228* 

1.537 
1.103* 

1.662 
0.977* 

1.788 
0.851* 

1.914 
0.724* 

2.170 
0.467* 

3 1.510 
1.334* 

1.635 
1.209* 

1.760 
1.083* 

1.886 
0.957* 

2.012 
0.830* 

2.266 
0.574* 

Table 1b. Maximum tension T and sag S (with asterisk) for given height h and length of cable l (density ratio 𝜆𝜆 
=2.5). 

l\h 0 0.25 0.5 0.75 1 1.5 
1.1 2.849 

0.201* 
3.590 
0.069* 

-- -- -- -- 

1.2 2.399 
0.295* 

2.814 
0.165* 

3.724 
0.031* 

-- -- -- 

1.4 2.212 
0.444* 

2.506 
0.317* 

2.873 
0.185* 

3.489 
0.052* 

-- -- 

1.6 2.212 
0.573* 

2.463 
0.447* 

2.742 
0.318* 

3.083 
0.186* 

3.622 
0.054* 

-- 

1.8 2.263 
0.694* 

2.490 
0.568* 

2.730 
0.440* 

2.999 
0.311* 

3.326 
0.180* 

-- 

2 2.334 
0.810* 

2.545 
0.684* 

2.764 
0.557* 

2.998 
0.429* 

3.259 
0.299* 

4.095 
0.039* 

2.2 2.416 
0.922* 

2.615 
0.797* 

2.819 
0.671* 

3.033 
0.543* 

3.262 
0.414* 

3.842 
0.154* 

2.4 2.503 
1.033* 

2.693 
0.907* 

2.887 
0.781* 

3.087 
0.654* 

3.297 
0.527* 

3.782 
0.268* 

2.6 2.594 
1.141* 

2.777 
1.016* 

2.963 
0.890* 

3.153 
0.763* 

3.350 
0.636* 

3.784 
0.380* 

2.8 2.687 
1.248* 

2.864 
1.123* 

3.044 
0.997* 

3.226 
0.871* 

3.414 
0.745* 

3.816 
0.489* 

3 2.782 
1.355* 

2.954 
1.230* 

3.128 
1.104* 

3.305 
0.978* 

3.485 
0.852* 

3.865 
0.597* 

Table 1c. Maximum tension T and sag S (with asterisk) for given height h and length of cable l (density ratio 𝜆𝜆 
=5). 

l\h 0 0.25 0.5 0.75 1 1.5 
1.1 4.849 

0.201* 
6.088 
0.069* 

-- -- -- -- 

1.2 4.031 
0.296* 

4.709 
0.167* 

6.208 
0.033* 

-- -- -- 

1.4 3.644 
0.446* 

4.102 
0.319* 

4.687 
0.188* 

5.681 
0.054* 

-- -- 

1.6 3.574 
0.575* 

3.953 
0.449* 

4.379 
0.321* 

4.912 
0.190* 

5.772 
0.058* 

-- 

1.8 3.591 
0.697* 

3.924 
0.571* 

4.280 
0.444* 

4.684 
0.315* 

5.189 
0.183* 

-- 

2 3.642 
0.813* 

3.944 
0.687* 

4.259 
0.561* 

4.601 
0.433* 

4.991 
0.304* 

6.294 
0.043* 

2.2 3.711 
0.926* 

3.990 
0.801* 

4.277 
0.675* 

4.582 
0.547* 

4.914 
0.419* 

5.786 
0.158* 

2.4 3.789 
1.037* 

4.050 
0.911* 

4.318 
0.785* 

4.597 
0.659* 

4.893 
0.531* 

5.599 
0.273* 

2.6 3.874 
1.146* 

4.121 
1.020* 

4.373 
0.895* 

4.632 
0.768* 

4.904 
0.641* 

5.519 
0.385* 

2.8 3.962 
1.254* 

4.198 
1.128* 

4.437 
1.002* 

4.682 
0.876* 

4.936 
0.750* 

5.492 
0.494* 

3 4.053 
1.360* 

4.280 
1.235* 

4.508 
1.109* 

4.742 
0.983* 

4.982 
0.857* 

5.497 
0.603* 

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Optimization of the Heavy Cable Suspending... S. K. Muduli et al.75



3. Optimization

Since the maximum tension is large when the cable is taut (large horizontal force X), and again large when the
cable is slack (large self-weight), there exists an optimum length for given end points and relative deck weight 
such that maximum tension is minimized. Using our method described in the previous section and varying the 
cable length, this optimum is determined. Table 2 shows the optimum cable length for various deck relative weights 
𝜆𝜆and height ratios h. The optimum length (for minimum tension) increases with both deck weight and height 
difference.  

Table 2. The optimum length l, the maximum tension T (in parentheses), and the sag S (in brackets). 
h\𝜆𝜆 0 0.5 1 2 5 
0 1.258 

(0.7544) 
[0.338] 

1.319 
(1.057) 
[0.383] 

1.370 
(1.351) 
[0.421] 

1.453 
(1.922) 
[0.479] 

1.637 
(3.573) 
[0.598] 

0.5 1.377 
(1.061) 
[0.161] 

1.461 
(1.417) 
[0.223] 

1.537 
(1.757) 
[0.275] 

1.670 
(2.410) 
[0.361] 

1.987 
(4.259) 
[0.553] 

1 1.673 
(1.453) 
[0.0859] 

1.762 
(1.839) 
[0.148] 

1.846 
(2.208) 
[0.203] 

2.007 
(2.914) 
[0.302] 

2.414 
(4.893) 
[0.539] 

2 2.491 
(2.351) 
[0.0387] 

2.571 
(2.764) 
[0.0896] 

2.656 
(3.161) 
[0.142] 

2.828 
(3.925) 
[0.244] 

3.320 
(6.066) 
[0.519] 

5 5.335 
(5.258) 
[0.0138] 

5.395 
(5.691) 
[0.0492] 

5.464 
(6.116) 
[0.0910] 

5.620 
(6.944) 
[0.181] 

6.143 
(9.302) 
[0.466] 

The 𝜆𝜆 = 0 (cable without a deck) values agree, to 1%, with the results of the free catenary studied by Wang 
[23]. Fig.2 shows typical shapes of the optimum cable.  

 (a)                                                  (b) 
Fig. 2. Optimum cable shapes. The cable is supported at two ends with a deck (not shown). The horizontal distance 
between the supports is L while the vertical height difference is hL. The ratio of the deck density to the cable 
density is λ . (a) h=0, from top: λ=0,1,2 (b) h=1, from top: λ=0,1,2 

4. Discrete loads

In the previous formulation we assumed the deck weight is continuously distributed on the cable. However, for
a suspension bridge the deck is usually hung from the cable at equally-spaced discrete points. In this section we 
investigate the condition such that the continuous load would be a good approximation to the discrete load. We 
shall illustrate using a cable which spans equal heights (h=0).  
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       .(a)                                                                 (b) 
Fig. 3. (a) Hanging a string of weights (b) Force balance on the nth weight. 

Fig. 3(a) shows a heavy cable discretized into N concentrated weights connected by cable segments of negligible 
mass. The lengths and forces are normalized as before. The total length of the cable is l=Nk, where k is the distance 
between the weights, except the distance to the ends is k/2. Fig. 3(b) shows the force balance on the 𝑠𝑠𝑡𝑡ℎ weight 
from the left end. Let the location of this weight be (𝜆𝜆𝑠𝑠 ,𝑦𝑦𝑠𝑠) and the inclination angles of the cable segments be 
𝜃𝜃𝑠𝑠−1 and 𝜃𝜃𝑠𝑠 as shown. The discrete weight includes the normalized self-weight of the cable k and the weight of 
the deck, proportional to the vertical projection  

𝑤𝑤𝑠𝑠 = 𝑘𝑘 + 𝑘𝑘𝜆𝜆(𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑠𝑠−1 /2 + 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑠𝑠 /2)     (19) 

The vertical force balance is 

𝑌𝑌𝑠𝑠 = 𝑤𝑤𝑠𝑠 + 𝑌𝑌𝑠𝑠−1  (20) 

The constant horizontal force X is related by 

𝑋𝑋 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑠𝑠 = 𝑌𝑌𝑠𝑠     (21) 

Eqs.(19-21) yield 

𝑋𝑋(𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑠𝑠 − 𝑡𝑡𝑡𝑡𝑠𝑠 𝜃𝜃𝑠𝑠−1) = 𝑘𝑘 + 𝑘𝑘𝜆𝜆(𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑠𝑠 + 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑠𝑠−1)/2  (22) 

From geometry, the coordinates are  

𝜆𝜆𝑠𝑠 = 𝜆𝜆𝑠𝑠−1 + 𝑘𝑘
2

(𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑠𝑠 + 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑠𝑠−1)  (23) 

𝑦𝑦𝑠𝑠 = 𝑦𝑦𝑠𝑠−1 + 𝑘𝑘
2

(𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃𝑠𝑠 + 𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃𝑠𝑠−1)  (24) 

Due to symmetry 

𝜃𝜃𝑠𝑠 = −𝜃𝜃𝑁𝑁−𝑠𝑠     (25) 

the vertical forces at the ends are equal to half the total weight 

−𝑌𝑌0 = 𝑌𝑌𝑁𝑁 = 𝑘𝑘𝑁𝑁+𝜆𝜆
2

 (26) 

From Eqs.(21,26) 

𝜃𝜃0 = −𝑡𝑡𝑡𝑡𝑠𝑠−1 �𝑘𝑘𝑁𝑁+𝜆𝜆
2𝑋𝑋

�    (27) 

Our method of solution is as follows. Given the deck density ratio𝜆𝜆, the number of concentrated weights N, the 
length of cable l, then segment length is k=l/N. Now guess X and use Eq.(27) as an initial condition for the nonlinear 
first order difference equation Eq.(22). When the sequence of 𝜃𝜃𝑠𝑠 is obtained, Eq.(23) yields 
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𝜆𝜆𝑠𝑠 = 𝑘𝑘
2
�𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃0 + 2∑ 𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑗𝑗𝑠𝑠−1

𝑗𝑗=1 �   (28) 

Thus if 

𝜆𝜆𝑁𝑁 + 𝑘𝑘
2
𝑐𝑐𝑐𝑐𝑠𝑠 𝜃𝜃𝑁𝑁 = 1      (29) 

a solution is obtained. Otherwise the guess X is adjusted. Then the maximum tension is 

𝑇𝑇 = �𝑌𝑌02 + 𝑋𝑋2      (30) 

Eq.(24) gives the vertical displacement. For the 𝑠𝑠𝑡𝑡ℎ weight 

𝑦𝑦𝑠𝑠 = 𝑘𝑘
2
�𝑠𝑠𝑠𝑠𝑠𝑠 𝜃𝜃0 + 2∑ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠−1

𝑗𝑗=1 𝜃𝜃𝑗𝑗�  (31) 

If N is even, 𝜃𝜃𝑁𝑁/2 = 0 and the cable segment at the mid point is horizontal. The sag is 

𝑆𝑆 = −𝑦𝑦𝑁𝑁/2 = −𝑦𝑦1+𝑁𝑁/2    (32) 

If N is odd, the mid point is at the weight at n=(N+1)/2. Thus the sag is 

𝑆𝑆 = −𝑦𝑦(𝑁𝑁+1)/2    (33) 

Our question is, for the same length and weight of the cable and the weight of the deck, when would the discrete 
solution of this section be equivalent to the continuous solution of the previous section? Since l is also the 
normalized total weight of the cable, we fix l=Nk and increase N (decrease k), starting from a single concentrated 
weight N=1.  

Table 3 shows the results when the deck is absent (𝜆𝜆 = 0) and l=2. Notice when odd N increases, the horizontal 
force X, the maximum tension T and the sag S decrease to the continuous values indicated by𝑁𝑁 = ∞. When even 
N increases, X, T, S increase to the continuous values. The table shows that when N>10, the maximum tension is 
within 0.1% and the sag is within 1% of the continuous values. We conclude that a continuous catenary cable is 
statically equivalent to a string of equally-spaced discrete weights if the number of weights is more than 10.      

Table 4 shows the case when the cable is supporting a deck. Here we used a density ratio of 𝜆𝜆 = 5 and the 
optimum length of l=1.637 from Table 2. Although the tension is larger and the sag smaller, the general trend with 
increased N is similar to that of Table 3, i.e., for N>10 the cable with discrete loads is equivalent to the cable with 
continuous loads.   

Table 3. Results for the horizontal force X, the maximum tension T and the sag S for equal heights and 𝜆𝜆 = 0, 𝑙𝑙 =
2. The cable is approximated by N discrete weights.

N X T S 
1 0.577 1.155 0.866 
2      0.000      1.000      0.500 
3 0.265 1.035 0.844 
4      0.215      1.023      0.704 
5 0.238 1.028 0.824 
6      0.228      1.026      0.753 
7 0.232 1.027 0.812 
8      0.230      1.026      0.772 
9 0.231 1.026 0.806 
10      0.230      0.781 
11 0.230 0.803 
12      0.786 
13 0.801 
14      0.789 
∞    0.230    1.026    0.796 

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Optimization of the Heavy Cable Suspending... S. K. Muduli et al.78



Table 4. Results for the horizontal force X, the maximum tension T and the sag S for equal heights and 𝜆𝜆 = 5, 𝑙𝑙 =
1.637. The cable is approximated by N discrete weights.  

N X T S 
1 2.561 4.192 0.648 
2      0.755      3.403      0.399 
3 1.346 3.581 0.627 
4      1.281      3.557      0.535 
5 1.321 3.572 0.613 
6      1.314      3.569      0.568 
7 1.321 3.572 0.606 
8      1.320      3.572      0.581 
9 1.322 3.572 0.603 
10      1.322      3.572      0.587 
11 1.323 3.573 0.602 
12      1.323      3.573      0.591 
13 1.324 0.601 
14      0.593 
∞    1.326     3.573    0.598 

5. Conclusions

The form-finding method is as follows. Given the horizontal span L, the weight per length of the cable 𝜌𝜌 the
weight per length of the deck �̄�𝜌, the height between the cable ends hL, and the cable length lL, one can find the 
maximum tension T’= 𝑇𝑇𝜌𝜌𝜌𝜌  and sag SL form Table 1. However, if one seeks optimum length such that the 
maximum tension is minimized, then one uses Table 2. Notice that Tables 1,2 are applicable to systems with more 
than 10 discrete suspenders. If there are fewer suspenders, the discrete load method of Section 4 should be used. 

The spanning cable with non-negligible weight and suspending a uniform deck is now solved semi-analytically. 
The problem is determined by three non-dimensional parameters: the cable length ratio l, the height ratio h, and 
the density ratio 𝜆𝜆. Useful tables for maximum tension and sag are constructed. In addition, optimum cables lengths 
for minimum tension are found. These new results are useful for the preliminary design of deck-carrying cables, 
such as suspension bridges.  

Notation 

A,B,C constants 
h ratio of support height difference to span 
k distance between discrete weights 
l ratio of cable length to deck span
L deck span
N number of weights 
s normalized arc length of cable 
S normalized sag 
T normalized tension of cable 
w discrete weight 
x,y normalized coordinates 
X normalized horizontal force 
Y normalized vertical force 
𝜆𝜆 �̄�𝜌/𝜌𝜌 
𝜌𝜌 cable density (weight/length) 
�̄�𝜌 deck density (weight/length) 
𝜃𝜃 local inclination of cable 
Subscripts 
0 evaluated at s=0 
1 evaluated at s=1 
n n th weight 
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Abstract: For estimating the design seismic forces applied to a bridge structure, the response modification factor 
(R factor) is a critical quantity. This component takes into account the nonlinear behaviour of bridges when 
severe ground vibrations occur. To withstand earthquake forces, traditional bridge systems rely on substructure 
components. As a result, depending on the kind of bridge substructure system, R factors are accessible in the 
design codes. In the longitudinal direction, the lateral load resisting system of Integral Abutment Bridges (IABs) 
is more sophisticated than that of standard bridges. In addition to the current stiff link between the superstructure 
and abutments, it includes contributions from soils behind the abutments and soil/structure interaction (SSI). 
There is no R factor for IABs in the longitudinal direction that takes into account all of these characteristics in 
any design code anywhere in the globe. In this study, the R factor for IABs was calculated using the FEMA 
P695 technique published by the Federal Emergency Management Agency. In the longitudinal direction, 
it was discovered that 3.5 might be a safe and valid R factor for seismic design of such 
bridges.
Keywords: Response modification factor; Integral abutment bridge; Seismic design; FEMA P695; Soil/Structure 

interaction. 

1. Introduction

For many years, long span bridges were mainly designed and constructed as multiple simply supported spans 

until the moment distribution method was published in 1930 and facilitated the analysis of continuous spans and 

rigid frame bridges [1]. The integral abutment bridge (IAB) also benefits from continuity in a different way, 

namely between the superstructure and substructure, very similar to an arch bridge. This continuity eliminates the 

need for expansion joints at the abutments and due to extensive and costly problems associated with these joints, 

IABs are becoming a bridge system of choice throughout the world. The integration of abutment and deck speeds 

up the construction process of IABs and especially the accuracy required to install bearing  devices. The 

maintenance costs of expansion joint devices are no longer of concern for IABs and less damage is expected to 

the structure as cars pass over the bridge. Also, in an earthquake, the unseating of the deck, which is a 

major problem in conventional bridges, is eliminated for IABs. Despite many advantages, secondary 

stresses due to thermal, shrinkage and creep are more of a concern for IABs. In general, the analysis of IABs is 

very complex and involves an indeterminate structure with soil/structure interaction (SSI) in its fullest form. 

The SSI should encompass soil/pile and soil/abutment and near/far field soil effects. Many researchers have 

worked on this complex SSI problem and suggested simplified analysis techniques for IABs under gravity, 

thermal and seismic actions [2-8]. 

The response modification factor (R factor) is a crucial parameter for calculating the design earthquake forces 

of a bridge structure in the code specified linear seismic analysis procedures such as equivalent static load and 

response spectrum analyses [9]. This factor considers the nonlinear performance of bridges during strong ground 

motions. Conventional bridge structures rely on the substructure components to resist earthquake forces. 

Accordingly, there are R factors available in the design codes like AASHTO [9] based on the type of substructure 

system. The lateral force resisting system (LFRS) of IABs in the longitudinal direction is more complex than 

ordinary bridges. This is because of the lateral stiffness contribution from many components like the deck, 

abutments, piles, near field soils in the active and passive states, and soil inertia in the farfield and the interaction 

between them. There is no R factor available in any design code throughout the world for seismic design of IABs 

in the longitudinal direction that considers all the above parameters. This is mainly because an accurate analytical 

nonlinear analysis of these bridges under seismic actions is a hard task. In addition, the actual measured seismic 

responses of these bridges are only available in limited cases.  
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Note that the transverse seismic response of IABs is very similar to conventional bridges with abutment walls 

resisting the seismic forces. Hence, in the transverse direction the available bridge design code prescribed R factors 

can be used with confidence.  

 This paper uses a nonlinear finite element (FE) analysis model that can capture the interaction between soils 

and all the structural components to analyze the IABs under gravity and seismic loading. In addition, the new 

FEMA P695 [10] methodology has been used to estimate the R factor for seismic design of IABs in the longitudinal 

direction.   

2. Literature review

Seismic behavior of integral abutment bridges by considering soil-pile-abutment interaction has been the focus 

of research for the past two decades. Erhan and Dicleli [2] have shown that using loose sand around piles that are 

oriented to bend about their weak axes and abutment height less than 4 m without compaction of backfill results 

limited forces on abutment. In a parametric study of integral abutment bridges, Civjan et al. [3] have shown that 

IABs behavior is greatly affected by soil parameters and analysis procedure of structure. It was found that soil 

characteristics might change over time and after several cycles of loading and unloading of the bridge. Another 

study by Spyrakos et al. [4] have shown the importance of SSI and soil properties on the seismic behavior of IABs. 

Itani and Pekcan [5] have investigated the behavior of IABs with steel plate girders which led to the development 

of design recommendations. One of their most important findings was that the pile axis orientation is insignificant 

in the longitudinal behavior of IABs, because it is controlled by soil-abutment interaction. Another important 

finding was that the seismic performance of integral abutment bridges is better than the conventional seat type 

abutment bridges in terms of overall displacement. Also, a formulation for damping of IABs resulting to about 6% 

damping ratio for steel girder IABs in the longitudinal was recommended.  

More recently, Mahjoubi and Maleki [6,7] have developed a new approach for considering embankment static 

and dynamic active and passive pressures on retaining walls and bridge abutments including IABs. As a result, an 

appropriate length of embankment finite element model length that minimizes the radiation damping effects has 

been found. In their study, about 4 times the abutment height for extension length of soil behind abutments was 

suggested. In their new approach in finite element modeling of IABs, soil pile structure interaction involving both 

near field and far field soil responses was considered. This method is practical for design purposes, resulting that 

nonlinearity of piles and soil are significant in analyzing of this system.  

Experimental studies on collapse assessment of H-piles under abutment of IABs are very rare, however, 

Burdette et al. [8] have studied several steel piles driven into clay and noted that that H-piles have high levels of 

ductility while proposing 0.1 radians as the collapse margin for steel H-piles. Itani and Peckan [5] also have 

reported 0.1 radians as an appropriate collapse margin rotation for H-piles in their report. 

3. FEMA methodology in brief

According to FEMA P695 [10], finding the right R factor for a structural system is a trial-and-error process. A 

trial R factor of 3.5 was initially selected for the IABs of this research. This value is justified because the 

longitudinal behavior of IABs is very similar to bents with vertical piles and AASHTO [9] recommends the use of 

3.5 for these systems. In the next step, several so-called archetype structures should be developed and designed, 

such that they can cover all possible geometries and properties that IAB systems in practice might have (e.g., 

variety of abutment heights, embankment soil properties, etc.). In addition, the potential nonlinearities in the 

structural system under earthquake loading should be identified and considered in structural modeling and analysis 

of archetypes. After performing an incremental dynamic analysis (IDA) on each archetype using 22 prescribed 

far-field ground motions the values of collapse margin ratios (CMRs) are obtained. The ratio of the median collapse 

intensity to the maximum considered earthquake (MCE) intensity defines the CMR. Pushover analyses are also 

performed to determine the overstrength and ductility factor for each archetype. These are needed to calculate the 

spectral shape factors (SSFs). Then the adjusted collapse margin ratios (ACMRs) are calculated by multiplying 

CMRs and SSFs. The initial R factor is acceptable only if the individual and average ACMRs meet the safety 

criteria set in the standard, otherwise R factor is adjusted and the procedure is repeated. 

The archetypes considered in this study are among the most used IABs in practice. They consist of single span 

and two span continuous bridges with varying span lengths, soil properties and abutment wall heights. In two-span 

continuous IABs, the superstructure was considered to be roller supported on the piers. The abutment wall heights 

were of two types: a 7 m wall type and a 3 m stub type. Two types of embankment soil types were considered:  

dense and loose, with properties as shown in Table 1. Three span lengths of 10, 20 and 30 meters were also 

considered. The slab-beam type superstructure of all archetypes was the same and is shown in Fig. 1-2. The 

abutment pile cap and piles are also depicted in Fig. 3. 
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Fig. 1. Archetypes layout (a) Single span bridge (b) Multi-span bridge 

Fig. 2. Superstructure of all archetypes (dimensions in cm) 

Fig. 3. Abutment and H-pile cross sections 
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Table 1. Properties of dense and loose soil 

Soil Properties Dense Soil (D) Loose Soil (L) 

Elasticity Modulus E (MPa) 80 15 

Poisson Ratio 0.35 0.25 

Internal Friction Angle ϕ (Degree) 38 30 

Minimum Unit Weight (kN/m3) 17 14 

Maximum Unit Weight (kN/m3) 22 18 

4. Finite element modeling

4.1 Software and modeling 
Because of its special features and strong graphical user interface, SAP2000 [11] is used for modeling and 

analysis of archetypes. A single 2 m wide 2D FE model of each IAB containing one girder and one pile was 

considered for all analyses to account for the longitudinal behavior of structures. Since every 2 m slice of the 

bridge width is similar, this 2D modeling assumption would be a great time saving idea. Previous studies have 

shown that the longitudinal behavior of IABs using 3D and 2D modeling can yield similar results and 2D modeling 

is more efficient (Faraji et al. [12]). 

4.2 Deck modeling 
Deck consists of a 20 cm thick concrete slab made of normal weight concrete with f’c=28 MPa. Steel girders 

and concrete slab were modeled using frame and shell elements, respectively. Both frame and shell elements were 

meshed such that they were constrained together at their junction to simulate the composite behavior of the girders. 

The steel girders used were American W sections of ST-37 grade with yield strength of 240 MPa. All girders were 

embedded inside the abutments for 50 cm in order to make rigid connections.  

4.3 Abutment and embankment modeling 
Abutments were modeled using shell elements made of normal weight concrete with f’c=28 MPa. A fine grid 

mesh was used in modeling the abutments to increase accuracy and avoid unreasonable results.  The modeling of 

the embankment soil behind the abutments followed the procedure described in Mahjoubi and Maleki [7] with 

some minor changes. Embankment modeling consisted of 2 parts: a multilinear elastic near-field soil springs 

capturing the static active/passive behavior of the soil and a far-field soil which is assumed to remain elastic in an 

earthquake but contributes to mass inertia (see Figs. 4-5). Membrane elastic shell elements were used for modeling 

the far-field soil to an extent (length) equal to 4 times the abutment height to eliminate radiation damping 

occurrence in the system due to earthquake wave propagation [7]. Note that, far-field soil can become nonlinear 

only in very severe earthquakes and in most cases remains elastic (Richards, et al. [13]).  

In order to account for shear modulus variation of far-field-soil with depth, the soil was divided into sublayers 

of different mechanical properties. There are two assumptions for shear modulus variation of cohesionless soils 

with depth: linear and parabolic. Following Richards et al. [13] and assuming parabolic variation, the shear 

modulus for each sublayer is calculated as: 

𝐺𝑖 = 𝐺𝑏√𝑧𝑖/𝐻  (1) 

where, 𝐺𝑖= average shear modulus of sublayer i, 𝐺𝑏= shear modulus at the bottom of embankment, 𝑧𝑖= mean

depth of sublayer i, 𝐻 = total depth of embankment. 

The far-field-soil elements were restrained against horizontal and vertical translation at the bottom, where the 

earthquake time-history accelerations were also applied. The far end of far-field soil was restrained only against 

vertical translation. Far-field soil mass and stiffness will contribute to the inertia and stiffness of the total bridge 

structure when the gap elements are closed and the soil and structure are in contact.  

The near-field soil behavior is modeled by a massless multilinear spring. The behavior is nonlinear but it is 

elastic. This means that the element loads and un-loads along the same curve, and no energy is dissipated. The 

elastic stiffness was calculated as follows: 

𝑘𝑖 = 𝑘𝑠
𝑧 × 𝐴𝑖  (2) 

where, 𝑘𝑠
𝑧= subgrade modulus at depth 𝑧 calculated by Eq. (3)

𝑘𝑠
𝑧 = 𝐶𝐺𝑧/𝐻 (3)
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Fig. 4. Modeling layout of archetypes in the software 

Fig. 5. System of springs for near-field and far-field soils 

In Eq. (3),  𝐺𝑧= shear modulus at depth of 𝑧, C = a shape factor of 1.35 based on Richards et al. [13].  𝐴𝑖=
tributary area of spring calculated as: 

𝐴𝑖 = 𝐵 × 𝑑 (4)
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where, 𝐵 = model width, 𝑑 = tributary height of spring, which is equal to distance between springs.  

There are upper (passive) and lower (active) limits for these springs as mathematically shown in Eq. (5). The 

exerted soil forces on the wall is always within these limits:  

𝑃𝑎 = 𝑘𝑎. 𝛾𝑖 . 𝑧𝑖 . 𝐴𝑖 ≤ 𝐹𝑖 = 𝑘𝑖 . 𝛿𝑖 ≤ 𝑃𝑝 = 𝑘𝑝. 𝛾𝑖 . 𝑧𝑖 . 𝐴 (5) 

in which, 𝛾𝑖 is soil unit weight at depth, 𝑧𝑖 which is calculated by assuming linear variation of unit weight in depth.

𝛿𝑖  is abutment displacement or spring deformation at depth 𝑧𝑖 . 𝑘𝑎  is active and 𝑘𝑝  as passive earth pressure

coefficients computed based on Rankine formulation for simplicity: 

𝑘𝑎 =
1−𝑠𝑖𝑛𝜙

1+𝑠𝑖𝑛𝜙
; 𝑘𝑝 =

1+𝑠𝑖𝑛𝜙

1−𝑠𝑖𝑛𝜙
(6) 

where 𝜙 is the soil internal friction angle. 

General force-displacement relationship for near-field soil spring model is shown in Fig. 6. 

Fig. 6. Near field soil behavior 

4.4 Pile and adjacent soil modeling 
The 7 m length piles were modeled using frame elements of steel H sections. Multilinear elastic springs with 

force-deformation relationship based on API p-y curves [14] were developed and modeled along pile length for 

accounting the actual soil pressure acting on piles. An example of p-y curve assigned to a multilinear elastic link 

element in SAP2000 is shown in Fig. 7. The pile bottom was restrained against vertical displacement in all models. 

In this research, the source of potential nonlinearity is considered to be in piles. Thus, fiber P-M-M hinges was 

defined continuously along the upper 3 m of piles where the occurrence of plastic hinges was expected. 

Fig. 7. p-y curve concept used in multilinear elastic springs along pile length 

4.5 Analysis 
The piles in IABs experience large displacements. Therefore, P-Delta effects must be considered in the analyses 

of all archetypes. Damping ratio of 5% is a common value for analysis of bridge structures and is considered to be 

conservative to use in this study. 
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5. Design of Archetypes

Archetypes were first designed based on AASHTO LRFD [9] specifications for gravity, thermal and seismic 

loading. SAP2000 was used for analysis and calculation of demands in structural elements. The details of structural 

modeling were discussed in the previous sections. Seismic demands were calculated based on the assumption that 

the bridges were located in China Town, Los Angeles, California. Thus, site class D was assigned and Ss and S1 

values of 1.664 and 0.5576 were used, respectively. The PGA for the site was 0.7064. The design basis earthquake 

(DBE) and MCE spectra are shown in Fig. 8. Temperature loading was considered in calculating demands 

according to moderate climate conditions. The designed girder sections were chosen from American wide flange 

sections and piles were selected from HP sections. The designed IAB archetypes properties are shown in Table 2. 

Fig. 8. DBE and MCE earthquake spectra 

Table 2. Designed archetypes properties 

Model ID Abutment Type 
Soil 

Type 

Span Length 

(m) 
No. of Spans Pile Section Girder Section 

W10D1 

Wall type 

Dense 

10 
1 HP12X63 W24X68 

W10D2 2 HP13X60 W24X68 

W20D1 
20 

1 HP12X53 W40X167 

W20D2 2 HP12X63 W44X262 

W30D1 
30 

1 HP12X63 W44X262 

W30D2 2 HP13X87 W44X262 

W10L1 

Loose 

10 
1 HP12X63 W24X76 

W10L2 2 HP13X73 W24X76 

W20L1 
20 

1 HP13X60 W40X183 

W20L2 2 HP13X73 W40X183 

W30L1 
30 

1 HP13X73 W44X262 

W30L2 2 HP13X73 W44X262 

S10D1 

Stub type 

Dense 

10 
1 HP12X53 W24X84 

S10D2 2 HP12X53 W24X84 

S20D1 
20 

1 HP13X73 W40X167 

S20D2 2 HP13X73 W40X167 

S30D1 
30 

1 HP14X117 W40X262 

S30D2 2 HP16X121 W44X262 

S10L1 

Loose 

10 
1 HP12X53 W24X76 

S10L2 2 HP13X60 W24X76 

S20L1 
20 

1 HP14X89 W40X149 

S20L2 2 HP13X73 W40X149 

S30L1 
30 

1 HP16X141 W44X262 

S30L2 2 HP16X121 W44X262 
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5.1 Input ground motions 
Ground motions are selected according to FEMA-P695 specifications [10]. The methodology provides 22 pairs 

of preselected far-field record set from sites farther than 10 km from fault rupture (see Table 3). The record set 

does not include the vertical component of ground motions. In addition, since the analysis models were 2D, only 

the horizontal component with higher PGA was used in nonlinear analyses. There are two steps of scaling in this 

methodology. First, the set of ground motions are normalized with respect to the median PGV of record set. Thus, 

each ground motion record should be multiplied by the factor 𝑁𝑀𝑖 calculated as:

𝑁𝑀𝑖 =
𝑀𝑒𝑑𝑖𝑎𝑛(𝑃𝐺𝑉𝑖)

𝑃𝐺𝑉𝑖
 (7) 

Table 3. Far-Field ground motions [10] 

ID 
Name 

Station 
Year Magnitude Component (°) 

1 Northridge 

Beverly Hills – Mulhol 

1994 6.7 MUL279 

2 Northridge 

Canyon Country – WLC 

1994 6.7 LOS270 

3 Duzce, Turkey 

Bolu 

1999 7.1 BOL090 

4 Hector Mine 

Hector 

1999 7.1 HEC090 

5 Imperial Valley 

Delta 

1979 6.5 DLT352 

6 Imperial Valley 

El Centro Array #11 

1979 6.5 E11230 

7 Kobe, Japan 

Nishi-Akashi 

1995 6.9 NIS090 

8 Kobe, Japan 

Shin–Osaka 

1995 6.9 SHI090 

9 Kocaeli, Turkey 

Duzce 

1999 7.5 DZC270 

10 Kocaeli, Turkey 

Arcelik 

1999 7.5 ARE000 

11 Landers 

Yermo Fire Station 

1992 7.3 YER270 

12 Landers 

Coolwater 

1992 7.3 CLW-TR 

13 Loma Prieta 

Capitola 

1989 6.9 CAP000 

14 Loma Prieta 

Gilroy Array #3 

1989 6.9 G03000 

15 Manjil, Iran 

Abbar 

1990 7.4 ABBAR--L 

16 Superstition Hills 

El Centro Imp. Co. 

1987 6.5 ICC000 

17 Superstition Hills 

Poe Road (temp) 

1987 6.5 POE270 

18 Cape Mendocino 

Rio Dell Overpass 

1992 7.0 * 

19 Chi-Chi, Taiwan 

CHY101 

1999 7.6 N 

20 Chi-Chi, Taiwan 

TCU045 

1999 7.6 N 

21 San Fernando 

LA – Hollywood Stor 

1971 6.6 PEL090 

22 Friuli, Italy 

Tolmezo 

1976 6.5 TMZ000 
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where, 𝑀𝑒𝑑𝑖𝑎𝑛(𝑃𝐺𝑉𝑖) is the median of peak ground velocities of all ground motions and 𝑃𝐺𝑉𝑖 is the peak ground

velocity of each ground motion record. This phase is to eliminate unwarranted variability among the records 

because of the inherent variances in distance to source, source type, event magnitude and site conditions without 

removing the entire record-to-record variability. In the second scaling phase, normalized ground motions should 

be collectively scaled to a specified ground motion intensity in a way that the median spectral acceleration of 

record set matches the spectral acceleration at the fundamental period of T of analyzed archetype [10]. Fig. 9 shows 

a sample of the scaled spectrum. 

5.2 Calculation of median collapse intensity and CMR 
While incremental dynamic analysis (IDA) is used to show the collapse assessment process, methodology needs 

the median collapse intensity (�̂�𝐶𝑇) calculated with fewer nonlinear analyses than is necessary to develop the full 

IDA curve. �̂�𝐶𝑇  could be obtained by scaling all the records to MCE intensity ( 𝑆𝑀𝑇) by raising the intensity of

scaled records until over one half of ground motion records cause collapse. The least intensity at which one half 

of records cause collapse is the median collapse intensity. MCE intensity is gained from the response spectrum of 

MCE ground motions at T (fundamental period). The ratio between MCE intensity and median collapse intensity 

is the collapse margin ratio (CMR) [10].  

𝐶𝑀𝑅 =
�̂�𝐶𝑇

𝑆𝑀𝑇
 (8) 

5.3 Pile collapse criteria 
As mentioned before, very few experimental studies covering the collapse of steel H-pile sections about their 

weak axes have been performed and can not be generalized for all types of steel H-pile sections. As a safe and 

reasonable assumption, it is considered in this research that piles behavior and performance levels can be measured 

using ASCE 41-13 [15] criteria for steel columns in moment frames. This is not far from reality, because the piles 

under cyclic loading in their upper portions where plastic hinges develop tend to loosen the adjacent soil support. 

Thus, it is conservative to assume a behavior like steel columns. 

Fig. 9. Ground motions spectra scaled to MCE for W20D1 with T=0.20 s 

5.4 Calculation of spectral shape factor, SSF, and ACMR 
According to Baker and Cornell [16], the rare ground motions in the western United States  corresponded to 

MCE have a distinct spectral shape which are different from the spectral shape of design spectrum applied for the 

structural design in ASCE/SEI 7. 
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To remove this conservative bias, a simplified spectral shape factor, SSF, which depends on the fundamental 

period (T) and period based ductility (μT,) are used to adjust collapse margin ratios as [10]: 

𝐴𝐶𝑀𝑅 = 𝑆𝑆𝐹 × 𝐶𝑀𝑅  (9) 

SSF is the spectral shape factor and is calculated by Eq. (12). 

5.5 Fundamental period of archetypes 

To obtain the fundamental period of archetypes, modal analyses were performed and the period of predominant 

longitudinal mode of vibration (with the highest mass contribution) was selected as the fundamental period and is 

reported in Table 4. 

Table 4. Ground motion and structural behavior parameters 

ID T (s) μ 𝜀(𝑇)𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝜀0 𝛽1 SSF CMR ACMR 

W10D1 0.19 1.60 0.60 1.50 0.11 1.11 2.15 2.38 

W10D2 0.24 2.20 0.60 1.50 0.15 1.15 2.03 2.33 

W20D1 0.20 1.50 0.60 1.50 0.10 1.10 1.80 1.98 

W20D2 0.29 1.50 0.60 1.50 0.10 1.10 1.73 1.90 

W30D1 0.23 1.60 0.60 1.50 0.11 1.11 2.11 2.34 

W30D2 0.38 3.20 0.60 1.50 0.19 1.19 1.90 2.26 

W10L1 0.30 1.90 0.60 1.50 0.13 1.13 1.64 1.85 

W10L2 0.38 2.90 0.60 1.50 0.18 1.18 1.61 1.90 

W20L1 0.30 2.00 0.60 1.50 0.14 1.13 1.57 1.78 

W20L2 0.43 1.20 0.60 1.50 0.07 1.07 2.10 2.24 

W30L1 0.33 1.60 0.60 1.50 0.11 1.11 1.70 1.88 

W30L2 0.54 1.40 0.58 1.50 0.10 1.09 1.50 1.64 

S10D1 0.11 1.70 0.60 1.50 0.12 1.11 2.95 3.29 

S10D2 0.16 1.50 0.60 1.50 0.10 1.10 3.08 3.38 

S20D1 0.12 2.10 0.60 1.50 0.15 1.14 3.29 3.75 

S20D2 0.22 1.60 0.60 1.50 0.11 1.11 3.36 3.72 

S30D1 0.14 2.00 0.60 1.50 0.14 1.13 3.39 3.85 

S30D2 0.35 1.70 0.60 1.50 0.12 1.11 3.11 3.47 

S10L1 0.17 2.30 0.60 1.50 0.16 1.15 2.51 2.89 

S10L2 0.23 2.10 0.60 1.50 0.15 1.14 2.62 2.99 

S20L1 0.18 2.60 0.60 1.50 0.17 1.17 2.82 3.29 

S20L2 0.29 2.10 0.60 1.50 0.15 1.14 1.90 2.17 

S30L1 0.20 3.60 0.60 1.50 0.21 1.21 2.48 2.99 

S30L2 0.39 2.50 0.60 1.50 0.17 1.16 1.99 2.31 

5.6 Ductility, μ 
Nonlinear static analyses were conducted on archetypes in order to calculate their ductility. Control node for 

pushover analyses was chosen at the middle of the deck. Since the source of nonlinearity is located at the top part 

of piles and there is no other source of nonlinearity in the models, then the structure would not face instability or 

large loss of stiffness after formation of plastic hinges. In this case, ductility was calculated based on piles pushover 

diagram as: 

𝜇 =
𝛥𝑢
𝐶𝑜𝑙𝑙𝑎𝑝𝑠𝑒

𝛥𝑦
𝑒𝑓𝑓,𝑦𝑖𝑒𝑙𝑑  (10) 

in which, 𝛥𝑢
𝐶𝑜𝑙𝑙𝑎𝑝𝑠𝑒

 is the control node displacement corresponding to the first collapse plastic rotation occurrence 

in piles and 𝛥𝑦
𝑒𝑓𝑓,𝑦𝑖𝑒𝑙𝑑

 is displacement of control node corresponding to first yield rotation in piles. Calculated 

ductility values are listed in Table 4. 

5.7 Epsilon parameter 
The epsilon (ε) ground motion parameter is defined as an indicator of spectral shape. This parameter is a 

difference measurement between the spectral acceleration of a record and the mean of a ground motion prediction 

equation at a given period [16]. With regards to the equation proposed for Far-Field ground motions set: 
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𝜀(𝑇)𝑟𝑒𝑐𝑜𝑟𝑑𝑠 = (0.6)(1.5 − 𝑇) ≤ 0.6  (11) 

where T is the fundamental free vibration period of structure. Value of 𝜀(𝑇)𝑟𝑒𝑐𝑜𝑟𝑑𝑠  is calculated for each archetype

and reported in Table 4. 

5.8 β1 and SSF parameters 
SSF factor is calculated as: 

𝑆𝑆𝐹 = exp[𝛽1(𝜀0(𝑇) − 𝜀(𝑇)𝑟𝑒𝑐𝑜𝑟𝑑𝑠)]          (12) 

where, 𝛽1 is based on the building inelastic deformation capacity and 𝜀0 is based on SDC equivalent to 1.0 for

SDC B/C, 1.5 for SDC D, and 1.2 for SDC E. In this research, 𝜀0 is considered to be 1.50, and 𝛽1 is applied to

quantify how drastically the spectral shape (ε) impacts the collapse capacity as below: 

𝛽1 = (0.14)(𝜇 − 1)0.42 ≤ 0.32     (13) 

5.9 Acceptable values of ACMR 
Acceptable values of ACMR are based on total system collapse uncertainty (𝛽𝑇𝑂𝑇 ) and on the established

variables of acceptable collapse probabilities assumed that the distribution of collapse level spectral intensities is 

lognormal with a median value (�̂�𝐶𝑇) and a lognormal standard deviation that is equivalent to total system collapse 

uncertainty (𝛽𝑇𝑂𝑇).

𝐴𝐶𝑀𝑅𝑎𝑐𝑐𝑒𝑝𝑡𝑎𝑏𝑙𝑒 =
1

𝑒
(𝜙−1(𝑃𝐶𝑜𝑙𝑙𝑎𝑝𝑠𝑒)×𝛽𝑇𝑂𝑇)

 (14) 

Acceptable performance is achieved when [10]: 

Average ACMR value for all archetypes in a performance group exceeds ACMR10%: 

𝐴𝐶𝑀𝑅𝑖 ≥ 𝐴𝐶𝑀𝑅10% = 2.30   (15) 

the individual variable of ACMR for every index archetype exceeds ACMR20%: 

𝐴𝐶𝑀𝑅𝑖 ≥ 𝐴𝐶𝑀𝑅20% = 1.73    (16) 

It means that the collapse probability for MCE ground motions is about 10%, or lower averagely during the 

archetypes group and the collapse probability for MCE ground motions is about 20% or lower for all index 

archetype into the group. 

5.10 Total system collapse uncertainty 
Majority of uncertainty sources are contributed to variability. Larger variability in the overall collapse 

prediction necessitates larger collapse margins to confined the collapse probability to a confirmed level at MCE 

intensity. Evaluating all the significant uncertainty sources in collapse response and for incorporating their impact 

in the collapse assessment procedure is important. The following uncertainty sources are taken in the collapse 

assessment procedure: 

1) Record-to-Record Uncertainty (RTR) is because of the variability of index archetypes response to altered

ground motion records as below [10]: 

𝛽𝑅𝑇𝑅 = 0.1 + 0.1𝜇𝑇 ≤ 0.4  (17) 

That will be 𝛽𝑅𝑇𝑅 = 0.30 on average of all archetypes.

2) Design Requirements Uncertainty (DR) is associated to the robustness and completeness of design

requirements, and to the extent provided for safeguards against unanticipated failure mode(s). This ranking has 

been defined by a range from “(A) Superior” to “(D) Poor” that is shown in Ref. [10] tables. Regarding the use of 

AASHTO LRFD for design of archetypes, there is a level of confidence in design specifications, but because of 

few experimental studies related to IAB’s seismic behavior, 𝛽𝐷𝑅 = 0.2 equivalent to (B) good quality has been

chosen. 
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3) Test Data Uncertainty (TD) is associated to the robustness and completeness of the data applied to identify

the system and it can be quantitatively chosen from Ref. [10] tables. Considering the low experimental researches 

on connections, soil-pile-structure interaction and seismic loadings of IABs, 𝛽𝑇𝐷 = 0.5 equivalent to (D) poor

quality has been selected for this parameter. 

4) Modeling Uncertainty (MDL) is associated to how properly index archetype models show the full range of

structural response features and to the associated design parameters of archetype design space and how properly 

the analysis model(s) captures the structural collapse behavior by non-simulated or direct simulation of component 

checks. Bridges have been modeled in one or two spans (wall and stub type abutment) 10, 20 and 30 meter spans 

and two types of loose and dense soil. Thus, soil-pile-structure interaction has been taken into account beside non-

linear modeling of piles using fiber elements, however, with regarding 2D modeling and ignoring material 

deterioration. 𝛽𝑀𝐷𝐿 = 0.2 equivalent to (B) good quality has been chosen for this parameter.

Total system collapse uncertainty is calculated as: 

𝛽𝑇𝑂𝑇 = √𝛽𝑅𝑇𝑅
2 + 𝛽𝐷𝑅

2 + 𝛽𝑇𝐷
2 + 𝛽𝑀𝐷𝐿

2 = 0.65    (18) 

6. Results and discussions

In this chapter, results are evaluated and discussed. As mentioned in section 5.9, ACMR average values for 

every performance group and ACMR values for individual index archetype should be above the acceptable limit. 

Here, the results in terms of all archetypes as one performance group are discussed, then breaking up the archetypes 

based on some specific characters into some new performance groups are examined. 

If all archetypes are put into one performance group, then 𝐴𝐶𝑀𝑅𝑖 = 2.61 which is above 𝐴𝐶𝑀𝑅10% = 2.30.

𝐴𝐶𝑀𝑅𝑖 for all archetypes is above 𝐴𝐶𝑀𝑅20% = 1.73, except W30L2 that has an ACMR value of 1.64 that is below

the acceptable value. This means that R factor of 3.5 is suitable for IABs in the longitudinal direction with a 

marginal error. 

Another approach in evaluation of ACMR is making performance groups as shown in Fig. 10. Accordingly, all 

performance groups have average ACMR above the allowable ACMR based on 20% collapse probability, except 

the performance group of IABs with wall type abutment (7 m height). This observation shows that the ACMR of 

all performance groups are only slightly higher than the acceptable ACMR, except for wall type abutment bridges, 

then it could be concluded that 3.5 could be a good and optimized response modification factor for IABs in the 

longitudinal direction. 

Fig. 10. The ACMR of performance groups compared to the acceptable minimum ACMR limit. (a) performance 

groups separated based on abutment height (b) performance groups separated based on number of spans (c) 

performance groups separated based on span length (d) performance groups separated based on soil elasticity 

modulus 
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Another approach in evaluation of ACMR is making performance groups as shown in Fig. 11. Thus, all 

performance groups have an average ACMR above the allowable ACMR based on 20% collapse probability, except 

the performance group of IABs with wall type abutment with height of 7 meters with either loose or dense soil 

type and any number of spans. 

Fig. 11. values of ACMR vs. Abutment height considering performance groups separated based on soil type, no. 

of spans and abutment height 

As a result, the response modification factor 3.5 is acceptable for IABs in the longitudinal direction for all 

archetypes considered with the following reservations: 

1) IABs with an abutment height more than 6.5 meters with dense soil behind abutment.

2) IABs with an abutment height more than 5 meters with loose soil behind abutment.

From the results, it is observed that:

1) The collapse capacity of IABs with stub type abutment is 55% more than the IABs with wall type abutments.

2) The collapse capacity of IABs with dense soil behind abutment is 24% more than those with loose soil behind

abutment. 

3) The collapse capacity of single span IABs is more than multiple span IABs.

4) The collapse capacity of IABs with 10 meters span is 0.8% more than the IABs with 20 meters span, and the

collapse capacity of IABs with 20 meters span is 0.4% more than the IABs with 30 meters span. 

From the observations mentioned above, it is seen that the height of abutment is the most important factor in 

the collapse capacity of IABs. The second most important parameter is the type of soil behind abutments. The least 

effective parameter in the collapse capacity of IABs is the number of spans and span length. 

7. Conclusions

Based on the extensive analyses prescribed in FEMA P695 [10] the R factor in the longitudinal direction of 

common non-skewed IABs were determined. It was concluded that the response modification factor R = 3.5 is 

appropriate for design purposes. However, for IABs with abutment height above 6.5 m with dense backfill this 

value can be unsafe.  

It is recommended by the authors that for IABs in seismic regions designers should avoid using loose soils 

behind abutments. Loose soils cause the collapse capacity of IABs to decline, especially those having abutment 

wall heights above 5 meters. Otherwise, in such cases, a lower response modification factor should be utilized. 

It was also observed that stub type abutments had a better seismic performance than wall type abutments. 

It was shown that the seismic performance of IABs were less sensitive to the number and length of spans within 

the range considered. 
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One of the soil stabilisation solutions is to employ a stone column to improve the strength and 
minimise the compressibility of soft and loose fine-grained soils. The bearing capacity and loading-
settlement behaviour of stone columns have been determined using a variety of methods, all of which 
are based on finite element analysis and experimental data. The purpose of this study is to present a 
new, simple method for estimating the characteristics of treated soil as a function of the standard soil 
and stone column penetration test number.

INTRODUCTION

Since the availability of suitable construction sites decreases, and the need to utilize poor soils for 
foundation support and earthwork construction increases, it is necessary to strength the ground under 
existing structures to insure stability against adjacent excavation or tunneling, or to improve 
resistance to seismic or other special loadings. Therefore, soil improvement techniques have been 
rapidly developed in the past several years. Several methods are used to stabilize soils such as: 
compaction, consolidation, grouting, admixtures, thermal, reinforcement, and stone column. The 
ability of any of these methods to improve soil properties depends on several factors, including: 
soil type, degree of saturation and water table, initial relative density, initial in-situ stresses, initial 
soil structure, and special characteristics of the method used. In most cases the goal of treating soil 
is increasing shear strength and loading capacity, increasing stability and settlement control. Stone 
column is one of the methods used for treating fine and loose aggregates soils. Installation of stone 
column in loose and fine graded soils causes increasing strength and load capacity of these soils. 
Stone columns in saturated clay soils work as drainage system and results in decreasing consolidation 
time. Also stone column in loose and saturated non-cohesive fine graded soils act like a drainage 
system and reduce the drainage path and lessens liquefaction probability in case of earthquake 
occurring. Stone column systems in soft, compressible soils are somewhat like pile foundations, 
except that pile caps, structural connections, and deep penetration into underlying firm strata are 
not required, and the stone columns are, of course, more compressible. The strength of stabilized 
soil by stone column is consisting of soil strength and stone column strength. It is not possible to 
provide a sample that contains soil and stone column. In order to determine the supporting capacity 
and load settlement behavior of stone column foundation, finite element analyses, have been 
proposed. This analyses need to perform test and to determine strength parameters of stone column 
and soil material, modeling and performing complex analysis. In order to overcome difficulties, a new 
method based on standard penetration test
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number is introduced in this paper. Unlike finite element methods, the new method easily 
determine load-settlement behavior and shear strength of soils treated by stone column, with standard 
penetration number test.
CHARACTERISTICS OF STONE COLUMN
Most stone column installations are made using the vibro-replacement method in a manner 
similar to vibroflotation. A cylindrical vertical hole is made by a vibrating probe penetrating by 
jetting under its own weight. In some cases a dry process without water jets is used. Gravel backfill 
is dumped into hole in increments of 0.4 to 0.8 m and compacted by the probe which 
simultaneously displaces the material radillay into the soft soil. The diameter of resulting stone 
column can be estimated from the consumption material. It will usually be in the range of 0.6 to 
1.0 m. larger columns diameter can be formed by copling two or three vibrators 
simultaneous. Gravel particle sizes in the range of 20 to 75 mm are typical. After installing stone 
columns a blanket of sand or gravel 0.3 m or more in thickness is usually placed over the top. This 
blanket works both as drainage layer and also to distribute uniform stresses from above 
structure. Stone columns may be used in clusters and rows to support walls and footings or as 
groups in square or triangular grid patterns with center-to-center columns spacing of 1.5 to 3.5 m. 
When stone columns are used in foundation construction the supporting capacity and settlement are 
of primary concern. When stone column used for stability purposes under embankments or in 
slopes, the shear strength of the columns is of primary interest. In fact stone columns transfer applied 
loads to extend layers of soil and cause stress distribution and reduce settlement. Design values of 20 
to 30 tons per column are typical for columns in soft to medium stiff clays. The required minimum 
column length in soft soil can be estimated based on shearing strength along sides and end bearing 
capacity. The settlement of a stone column foundation depends on the cross sectional area of the 
column and their spacing. A load test on single columns within a group will ordinarily give a 
settlement in the range of 5 to 10 mm under design load. But experience and analyses indicated that 
the settlement of large loaded area supported by stone columns will be about 5 to 10 times greater 
than this.
The effectiveness of stone column installation is increasing load capacity of soil, increasing 
stability of slopes, decreasing foundations settlement and decreasing liquefaction potential. Some 
designers assume conservatively that all the applied foundation loads are carried by columns and 
for analysis purposes the friction angle of compacted stone columns can be taken about 35? to 40? 
and elastic modulus of it in the range of 40 to 70 (M pa) are appropriate. In proposed method it’s 
assumed that the applied foundation loads are divided between stone column and soil by relative 
stiffness ratio. And standard penetration test results are used to determine all necessary 
parameters for stone column analyses.
PROPOSED METHOD
In spite of the complexity of the load transfer mechanism in a stone column foundation and need for 
simplifying assumptions in analysis, the following assumptions are needed:
_ stone columns settlement is equal to the settlement of surrounding soil and applied loads to 
foundation are divided between soil and stone column proportional to stiffness ratio.
_under applied loads; lateral strain is formed in soil and stone column. The strength of stabilized 
soil by stone column is provided from interaction between soil and stone column that comes from 
radial strain of column and surrounding soil that is controlled by the passive resistance of the soil 
which can be mobilized to withstand radial bulging and by the friction angle of compacted material in 
the column. The settlement of unstabilized soft soils can be computed as

(1)

Where S is the settlement, q is the average applied stress to soil and Mc is the confined (constrained 
modulus) of the soil. Mc depends on elastic constant and Poisson’s ratio and expressed by
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(2)

Where Ec is the Young’s modulus and nc is Poisson’s ratio assigned to the soil.

Assuming the average Poisson’s ratio of clay is 0.3. Therefore, Eq. 2 would be

(3)

The elasticity modulus of fine graded soils using SPT test, can be computed as suggested by Shultz 
and Horn (1967)

(4)

By substituting Eq. (4) in Eq. (3) it’s possible to express elastic constant of surrounded soil’s as a 
function of the standard penetration test number

(5)

Confined elastic constant of stone column material would be

(6)

where Es is elastic constant of stone column material and ns is its Poisson’s ratio.

Elastic constant of coarse aggregate soils based on standard penetration number, can be computed by

(7)

(D’Appolonia et al. 1969) where Ns is number of blows obtained from SPT test on stone column.

Poisson’s ratio for coarse aggregate soils defined as a function of angle of internal friction (Kulhawy, 
1984), that angle of internal friction of coarse aggregate soils can also be obtained from standard 
penetration test (Robertson and Campanella, 1983).

(8)

(9)

substituting Eqs.(7), (8) and (9) in Eq. (6) confined elastic constant of stone column material also 
can be obtained as a function of Ns.

(10)

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Determination of the Geotechnical Parameters... A. Mishra et al.97



If ratio of Nc is assumed, the quantity n can be obtained from Eqs. (5) and (10). Also, from 
Figure (1) the quantity n which can be obtained with different values of Nc and Ns.

Figure 1. Stress distribution ratio (n) for different value of Nc and Ns.

Assuming that stone column settlement is equals to surrounding soft soil, stress distribution in 
soil and stone column is proporational to their relative stiffness ratio.

(11)

Where A is total cross section, As is stone column’s area, Ac is soil’s area and Q is total applied 

load to foundation, and ratio of stone column’s area to soil’s area is defined as .

Therefore, it concluded that the applied stress to soil after installation of stone column will be 
equal to

(12)

And the settlement of stabilized soil can be computed by equation (1).

Since the settlement is assumed to be directly proportional to the applied stress, decreasing 
settlement due to stone column installation is equal to stress decreasing in soft soil. If one 
considers the settlement ratio of stabilizezed soil to that of primary loose soil, defined as k

(13)

settlement of untreated soil (S) is computed from equation (1). Knowing the allowable 
foundation settlement S/, the required area for stone column can be obtained as

(14)

(15)

Maximum allowable stress for stone column is defined as
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(16)

where Cu is undrained shear strength of untreated soil and is computed as [Sowers (1968)].

(17)

In stone column computations a safety factor of 3 is considered. So allowable stress in stone 
columns in term of number of blows of SPT test can be computed by equation (18).

(18)

The shear strength of treated soil can be expressed as a combination of shear strength of stone 
column and soil as

(19)

where ts is shear strength of column and tc is shear strength of untreated soil. ts and tc are 
computed from Mohr-coulomb’s failure criteria. Since the cohesion of stone column’s coarse 
aggregate material is zero, the shear strength of stone column material is equal to

where fS is angle of internal friction of stone column’s material and sns is effective vertical 
stress in stone
column. fS is computed from equation (9) considering number of blows in standard penetration 
test, in this case ts equals:

(20)

The shear strength of untreated soil is obtained by

(21)

can be obtained from equation (17) considering number of �. And also � can be computed as 
[Olsen and Farr (1986)].

(22)

Considering Eqs. (17), (21) and (22) shear strength of untreated soil based on is defined as

(23)

substituting Eqs. (20) and (23) in Eq. (19) the shear strength of stabilized soil with stone 
column based on number of blows of SPT test is obtained (Nc) in soil and (Ns) in stone column.

(24)
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where sns and snc are vertical effective stress in stone column and soil at failure surface, 
which results from 
transferred stress to desired depth and it’s magnitude can be computed from different stress 
distribution theories.
COMPARING RESULTS OF PROPOSED METHOD WITH FINITE ELEMENTS METHOD
Assuming Nc = 5–15 for soil and Ns = 25–50 for stone column and regarding to Eqs. 5 and 
10 and Figure 1, stress distribution ratio between stone column and soil is obtained about 2–9.
Also maximum allowable load for a stone column with 0.8m diameter due to Eq. 17 
computed and equal to 15-45 tons. The results from finite element analysis maximum 
allowable load is between 20-30 tons [Mitchell and Huber(1985)].
Comparing result shows a satisfactory agreement between proposed method and finite element 
method.
CONCLUSION
The stress distribution ratio between stone column and soil calculated by the proposed method 
about 2-9 which depends on soil type and stone column material, whereas finite element 
analysis results shows this ratio is about 2-6.
Maximum allowable force for a stone column which is computed by the proposed method is 
about 15-45 tons, and its accurate analysis results shows that this value between 20-30 tons 
that results from both methods are satisfactory with each other.
In loose noncohesive fine graded soils in case of earthquake, there is a probability of 
liquefaction occurring. Stone column installation in these soils cause shortening in drainage 
path and pore water pressure is rapidly disspated. If loose soil liquefies, it will lose its 
shear strength and will work as a fluid with high density and water pressure will be 
hydrostatic. In case of stone column existence in this condition, hydrostatic pressure 
difference which results from liquefied soil with pressure from applied over load on ground 
surface, work as lateral limiting load for stone column, and will result in forming passive 
strength in stone column. In this case,

vertical stress which column can carry will be  times more.
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A R T I C L E I N F O
Development and Validation of a TRN
A B S T R A C T

Heat pipe heat exchangers (HPHEs) are becoming more popular as a low-grade waste heat recovery solution in 
energy-intensive businesses. The effect of the heat exchanger within the system requires modelling prior to 
installation of an HPHE to simulate the entire impact. This allows for the calculation of possible savings and emission 
reductions, as well as the optimization of waste heat utilisation. TRNSYS is one such simulation programme. In 
TRNSYS, the currently available heat exchanger simulation components employ averaged values for the inputs, 
such as constant effectiveness, constant heat transfer coefficient, or conductance, which are fixed throughout the 
simulation. These forecasts are effective in a steady-state regulated temperature setting, such as a heat treatment 
plant, but they are not ideal for the bulk of energy recovery systems that operate in variable conditions. The 
Effectiveness-Number of Transfer Units (-NTU) technique was used to construct a transient TRNSYS HPHE 
component, which was then validated against experimental data. When compared to existing experimental results, 
the model predicts outlet temperatures and energy recovery with an accuracy of 15% and an average error of 4.4 
percent, which is suitable for engineering purposes.
Keywords:

Heat pipe heat exchanger
Waste heat recovery
Transient modelling
System simulation
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1. Introduction

Energy is a central topic of conversation of many developed nations,
particularly the overreliance on fossil fuels for energy production. Global
energy consumption keeps increasing as the world population and the
needs of its people increase, but its source may be shifting. So far, petro-
leum consumption around the world has been steadily increasing ever
since its inception, and consequently, mounting greenhouse gas emis-
sions [1]. Simultaneously, the current zeitgeist is that of a green, carbon-
neutral planet which pushes for more sustainable sources of energy,
either from harnessing renewable energies but additionally by improv-
ing the heat recovery of existing systems. At the 2019 United Nations
Climate Change Summit, it was announced that countries around the
world should reduce emissions by 45% by 2030 on the way to net zero
carbon emissions by 2050 [2]. This is a follow up to the 2016 Paris
Agreement [3], and has been reinforced by European Union (EU) 2030
energy targets [4], which aim to reduce greenhouse gas emissions to
80�95% below 1990 levels by 2050. Further information on European
and UK regulatory frameworks and policies on energy efficiency, in
industry, are provided within Ref. [5].

The industrial sector contributes 30.5% of the total worldwide
GDP [6] whilst also being accountable for 33% of the total greenhouse
gas emissions [7]. One way to reduce this contribution is by upgrad-
ing or retrofitting inefficient plants with modern technology. One of
the methods used is Waste Heat Recovery (WHR) by way of heat
exchangers, as it has been reported that 70% of global energy demand
in the industrial sector is for heat or thermal processes [8], 72% in the
United Kingdom [7].

A heat exchanger is a device whose purpose is to transfer heat
energy between two or more fluids. As previously mentioned, a
growing area of interest for heat exchangers is the recovery of waste
heat [9]. Waste heat is defined as any heat produced by a machine or
as a by-product of an industrial process that is lost to atmosphere
and has the potential to be captured or reused. A subset of heat
exchangers used as WHR devices are heat exchangers equipped with
heat pipes (a Heat Pipe Heat Exchanger or HPHE).

Wickless heat pipes, also known as thermosyphons or gravity-
assisted heat pipes, are passive heat recovery devices [10]. They con-
sist of hollow tubes partially filled with a working fluid in both liquid
and vapour phase. As heat is applied to the pool of fluid at the bottom
half of the pipe, termed evaporator, the fluid evaporates and, in gas-
eous form, travels to the top of the pipe. By having a colder stream
make contact with the top section of the pipe, the cooler walls at the
top of the heat pipe cause the fluid to condense and, due to the action
of gravity, travel back to the bottom of the heat pipe in liquid form
(Fig. 1). This is a continuous process that takes place as long as there
is a temperature difference between the evaporator and the

http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijft.2020.100056&domain=pdf
http://creativecommons.org/licenses/by/4.0/
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Nomenclature

Acronyms
ɛ-NTU Effectiveness - Number of Transfer Units
DLL Dynamic Link Library
EU European Union
Fortran FORmula TRANslation
GDP Gross Domestic Product
HPHE Heat Pipe Heat Exchanger
LMTD Log Mean Temperature Difference
TRNSYS TRaNsient SYstems Simulation
WHR Waste Heat Recovery

Symbols and Units
A Overall heat transfer area (m2)
C Heat capacity (J.K � 1)
cp Specific heat capacity (J.kg�1 .K � 1)
Do Outer diameter (of tube) (m)
e Thickness (m)
Fa Correction factor associated with

arrangement (Dimensionless)
H Width (m)
h Heat transfer coefficient( W.m � 2 .K � 1)
hfg Latent heat (J.kg�1)
k Thermal conductivity (W.m � 1 .K � 1)
K Constant (Dimensionless)
Lch Characteristic length (m)
_m Mass flow rate (kg.s � 1)
P Pitch (m)
Pr Prandtl number (Dimensionless)
Nu Nusselt number (Dimensionless)
Nr Number of longitudinal rows of heat

pipes (Dimensionless)
Nt Number of heat pipes in a transverse

row (Dimensionless)
R Thermal resistance (K.W � 1)
Re Reynolds number (Dimensionless)
T Temperature ( °C)
u Flow velocity (m.s � 1)
Vmax Maximum velocity across tube bundle

(m.s � 1)
U Overall heat transfer coefficient (W.

m � 2 .K � 1)
nf Free stream velocity (m.s � 1)
Amin Location of minimum free flow area (m2)
SL Longitudinal row pitch (m)
S0L Diagonal row pitch (m)
ST Transverse row pitch (m)
_Q Heat transfer rate (kW)

Greek symbols
a Thermal diffusivity(m2.s � 1)
D Difference (Dimensionless)
e Effectiveness (Dimensionless)
h Efficiency (Dimensionless)
m Dynamic viscosity (N.s.m � 2)
n Kinematic viscosity (momentum diffusivity)

(m2.s � 1)
r Density (kg.m � 3)
s Surface tension (N.m � 2)
F Figure of merit (W.m � 2)

Subscripts and superscripts
act Actual
b Boiling

c Condenser
cd Condensation
D Associated with diameter of

pipe
e Evaporator
f Fin
fc Forced convection
h Convection
hl Helical
hp Heat pipe
in Inlet
k Conduction
l Liquid
LM Logarithmic mean
max Maximum
min Minimum
n Associated with a row
o Outer
out Outlet
s Associated with external wall
t Thermosyphon
tot Total
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condenser of the heat pipe. When working at full capacity, if there are
no non-condensable gases present inside the heat pipe, it operates
nearly isothermally, with little difference in temperature between
the top and bottom of the heat pipe. This is also the reason the heat
pipe is often referred to as a superconductor.

Some heat pipes are equipped with an inner wick structure which
allows them to function against the force of gravity. Historically, this
was when heat pipes first started gaining popularity as useful heat
sinks for space applications or small electronic devices [11]. Through-
out this paper, the heat pipes referred to are wickless heat pipes. A
HPHE uses bundles of these heat pipes with the evaporator section in
contact with a hot stream and the condenser section in contact with
the cooler stream, isolated by a separation plate.

This paper provides a literature review, outlines previous simula-
tions conducted, and shows how an improved simulation methodol-
ogy has been developed using TRNSYS software to simulate a HPHE’s
performance transiently by creating a dedicated HPHE component,
which provides accurate predictions on outlet temperatures and
energy recovery. A full-scale working HPHE unit installed to recover
waste heat from a continuous roller kiln that fires ceramic tiles has
been used to empirically validate the model.

2. Literature review

2.1. Industrial applications

When looking at heat recovery applications, the main advantage of a
HPHE over traditional heat exchangers is their superior flow separation
and increased redundancy as each pipe functions as an individual heat
exchanger. This means that if one pipe fails, it will not put the integrity
or overall performance of the heat exchanger at risk and, importantly,
prevents any cross-contamination between heat streams. This is crucial
when contamination between streams is undesirable. Heat pipes also
have a high effective thermal conductivity compared with traditional
heat exchangers due to the two-phase boiling and condensation heat
transfer, which allows its heat transfer coefficient to be directly corre-
lated with the specific heat of the working fluid being used. Heat trans-
fer coefficients in the magnitude of 103�105 W.m � 2.K � 1 have been
reported [12].

In heat exchangers, counter-flow is usually preferable to parallel-
flow. Heat transfer is a function of temperature difference, and counter-
P. K. Swain et al.3



Fig. 1. Thermosyphon (A) and Heat pipe (B) operating principle [10].
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flow allows for a continuous difference in temperature between the two
streams. The difference in temperature between the evaporator and the
condenser is also an operating requirement in a heat pipe. Therefore, in
a HPHE, the designer must ensure that each heat pipe is located
between two flows at different temperatures, thus consistently having a
difference in temperature (DT) between its ends. Furthermore, in
counter-flow, the temperature of the hot outlet stream can be lower
than the cold sink outlet stream. A counter-flow HPHE and a compari-
son between parallel and counter-flow is shown in Fig. 2. The compo-
nent created in this paper was to replicate a counter-flow HPHE.

In most applications, a HPHE is defined as a counter-flow heat
exchanger as a whole, but in essence it is a combination of two cross-
flow heat exchangers if divided between evaporator and condenser:
counter-flow due to the direction of the incoming streams and cross-
flow as there is a 90° angle between the incoming flow direction and
the flow inside the heat pipes. Both crossflow heat exchangers and
counter-flow heat exchangers have a higher effectiveness than other
heat exchanger geometries [14].

Faghri [11] and Jouhara [15, 16] provide a review on current applica-
tions for heat pipes and some examples include solar water heating [17,
18, 19, 20], desalination [21, 22] and domestic space heating applica-
tions [23, 24]. However, one of the most promising applications is in
WHR. Existing WHR applications of HPHEs include: an EU project, ETE-
KINA [25], with installations of HPHE technology within steel, alumin-
ium and ceramic industries [26]; the DREAM Project (Design for
Resource and Energy efficiency in cerAMic kilns) with specific focus on
the application of HPHEs to a kiln cooling section [27]; and i-ThERM, an
EU funded project which looked at the development of an array of tech-
nology related to heat pipes and in particular to heat recovery focusing
on energy transfer by the radiation mechanism [28]. An example of a
12.6 MW HPHE installed to recover energy contained within exhaust
gas from a steel mill blast furnace is shown in Fig. 3.

2.2. Working fluid

When choosing the working fluid inside the heat pipe, the main lim-
its are the liquid boiling and vapour condensation temperatures of each
fluid. Ref. [29] provides examples of available and tested working fluids
with their applicable temperature ranges. Since the heat pipe is
Development and Validation of a TRNSYS... 104
effectively working at a constant temperature, one must be aware of
the range of boiling temperatures of different fluids as it is possible to
boil all the working fluid in the heat pipe and reach the ‘dry out’ limit.
Heat pipe design is outside the scope of this paper, but the choice of
working fluid usually comes down to the working temperatures, and its
effectiveness is measured by the specific heat of the fluid. For low grade
heat recovery, distilled water is ideal due to its high specific heat [29].

For most applications the working fluid inside the heat pipe itself
is assumed to be isothermal throughout the heat pipe’s length. How-
ever, there is a small temperature difference which determines the
figure of merit of the heat pipe. A figure of merit is a measure of the
heat pipe’s thermal resistance; a high figure of merit for the fluid in a
thermosyphon means that the heat pipe will have a low temperature
difference between its two ends. Consequently, a heat pipe with a
high figure of merit can achieve a good performance due to its low
thermal resistance and high heat transfer capability [30]. The figure
of merit also depends on the operating temperature of the heat pipe.
Eq. (2.1) calculates figure of merit values for typical working fluids in
thermosyphons:

F ¼ hfgk3l r
2
l

ml

!1=4

ð2:1Þ

where F is the figure of merit (kg.K � 3/4 .s � 5/2), hfg is the latent heat
of vaporisation (J.kg�1), kl is the thermal conductivity of the working
fluid (W.m � 1 .K � 1), rl is the density of the working fluid (kg.m � 3)
and ml is the liquid viscosity (Pa.s � 1) [31]. A visualisation of the
application of this equation is shown in Fig. 4.
2.3. Transient conditions and previous modelling

HPHEs tend to be installed in challenging streams and as such,
each unit is bespoke for a specific plant’s needs. In order to predict its
size, numerous papers in literature have referenced using the Effec-
tiveness-Number of Transfer Units (ɛ-NTU) method [33, 34, 35]. A
limitation so far of this method is that it has only been applied to
HPHEs operating under steady-state conditions or with averaged val-
ues, which are often the exception in real life heat recovery systems
unless significant control measures are undertaken.
P. K. Swain et al.



Fig. 2. Counter-flow heat pipe heat exchanger with flow comparison. Adapted from [13].
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Regarding literature on modelling transient heat pipe behaviour,
the first few mentions of models are the works by Chang and Colwell
[36] who compared numerical predictions to experimental data and
achieved a moderate level of success. Due to limited technology at
the time, the computational model assumed that the dominant heat
transfer modes were two-dimensional conduction in the heat pipe
shell and wick. Other variables were neglected such as the thermal
resistance along the vapour space and along the liquid-vapour inter-
face. Performance was predicted using a finite-difference method.

Many of the first transient heat pipe models dealt with start-up
problems, particularly the change of solid working fluids into liquid
and eventually gas. For example, Deverall et al. [37] described the
transient behaviour of water and metallic heat pipes. They concluded
that start-up was possible from a solid-state working fluid, however,
it was highly dependant on the amount of heat provided.

Colwell [38] is one of the first published pieces of work that
attempts to model the complete transient behaviour of a heat pipe. In
his work he models a heat pipe with a metallic working fluid for high
temperature applications, during start-up from a frozen state.

Another example of start-up from frozen state is from Yang et al.
[39] who developed a transient analysis code for a flat heat pipe receiver
Development and Validation of a TRNSYS... 10
in a solar power tower plant. The model was able to predict the temper-
ature distributions reasonably well, and the experimental results
showed promise for the application of flat heat pipes to solar towers.

Tournier and El-Genk developed their own two-dimensional
heat pipe transient model [40], and the results achieved were in
reasonable agreement with the experiments, albeit the transient
response was found to be faster than in the experiment, due to the
time taken for the heat to travel through the insulation. Brocheny
[41] listed the state-of-the-art efforts on transient heat pipes and
modelled the transient operation of low-temperature heat pipes
from room-temperature conditions. He contributed to previous
work by including dry-out and recovery in the thermal predictions.
In terms of limitations, the effect of wick saturation was not con-
sidered in this work.

The earliest literature found regarding the use of TRNSYS and heat
pipes was in 2003 by Budihardjo, Morrison and Behnia [42]. This
work developed TRNSYS models for predicting the performance of
water-in-glass evacuated tube solar water heaters (Fig. 5). Though
not WHR or a HPHE, this work highlighted the use of TRNSYS to sim-
ulate 21 inclined open thermosyphons. TRNSYS was used to simulate
the collector efficiency and natural circulation flow rate.
P. K. Swain et al.5



Fig. 3. A functioning heat pipe heat exchanger unit.
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Yau and Tucker [43] in the same year calculated the overall
effectiveness of a wet six-row wickless HPHE for a HVAC system.
The main aim was to determine whether moisture content and
film condensation on fins reduced the total effectiveness value of
the HPHE. This was a very small lab scale unit consisting of six cop-
per heat pipes with an outer diameter of 9.55 mm and finned with
315 0.33 mm aluminium fins per metre. The TRNSYS model for the
HPHE is the closest work related to this presented work. The model
simulates a lab scale HPHE for only copper heat pipes and fins to
determine the overall effectiveness of this heat exchanger and spe-
cially requires an inclination angle and humidity of the air. This is
an example of WHR but the focus of the work was on HVAC sys-
tems and removing humidity from air, particularly for hospitals,
and predicting the onset of film condensation. This model used
hour-by-hour climatic data from Kuala Lumpur and dealt with low
temperature ranges i.e. <35 °C.

The HPHE component presented here can simulate multiple heat
sink fluids, any design configuration and number of heat pipes and is
configured for WHR rather than dehumidification.

In 2005, Shah [44] provided a report on TRNSYS models of four
types of evacuated tubular collectors, two of importance including
heat pipes, namely:
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� Type 238- Heat pipe evacuated tubular collectors with curved
fins.

� Type 239- Heat pipe evacuated tubular collectors with flat fins.

Previous work by [45] saw the use of TRNSYS to model a multi-
pass HPHE applied to a lab scale ceramic kiln using exhaust gases to
preheat water. The authors noted the necessity for a dedicated HPHE
component to simulate the performance more accurately rather than
a counter-flow heat exchanger component. Energy recovery rates
were within §15% with an uncertainty of <5.8%, though temperature
prediction differences of up to around 35% were seen. The model
could not be confidently used for simulation predictions and used
averaged values of conductance taken from the experimental work.
This paper presents work that builds upon the conclusions previously
published, whilst demonstrating validity on a full-scale installation
using a component that can be used to predict performance in the
future.

To date there has been no publications for a dedicated transient
simulation component of a HPHE configured for WHR on an indus-
trial scale. The aim of this paper is to fill this gap in knowledge using
TRNSYS.

3. Theoretical background

The aim of this chapter is to describe current methods of charac-
terising HPHE performance and the principles behind how the
TRNSYS component was created.

3.1. Methods of calculating and characterising hphe performance

There are currently three predominant methods available for pre-
dicting or characterising the performance of a heat exchanger. These
are the Log Mean Temperature Difference (LMTD) method, the e-NTU
method and, more specifically for HPHEs, the thermal network analy-
sis method.

3.1.1. The logarithmic mean temperature difference method
The LMTD method can be used to quantify HPHE performance

when inlet and outlet temperatures are known. This method can be
used for steady-state but cannot be applied to the TRNSYS model
requiring a transient simulation. The LMTD method oversimplifies
the model as averaged values need to be used, which does not reflect
the real nature of energy intensive processes. Furthermore, this is not
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Fig. 5. Schematic and photo of water-in-glass evacuated tube solar water heater [43].
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a predictive method as outlet temperatures must be known. This
method can be used for HPHEs but relies on previously determined
data for inlets and outlets of an existing unit and so it is less useful
for predicting performance. For a crossflow heat exchanger, the equa-
tion is [13]:

DTLM ¼ Te;in�Tc;out
� �� Th;out�Tc;in

� �
ln Th;in�Tc;out

Th;out�Tc;in

� � ð3:1Þ
3.1.2. Thermal network analysis
The thermal network analysis is a proven way of viewing the ther-

mal resistances in a heat exchanger [35]. As each heat pipe is an individ-
ual miniature heat exchanger, they are all assumed to be heat transfer
devices working in parallel with one another within a larger heat
exchanger assembly. In an electrical circuit, resistance blocks the trans-
fer of current, in a thermal energy analogy, current is heat flow and
resistance is thermal resistance (R), defined as the difference in temper-
ature (DT) divided by the heat transfer rate ( _Q), as shown in Eq. (3.2).
This is better visualised as a thermal circuit, as shown in Fig. 6.

R ¼ DT _Q K:W�1� � ð3:2Þ
This method is often used in tandem with the following ɛ-NTU

method as the thermal resistances of the heat pipes are a require-
ment. Boiling [46], evaporation and condensation correlations can
Fig. 6. Schematic of the thermal resi
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also be used to calculate the resistances and heat transfer perfor-
mance of thermosyphons [47].

3.1.3. The effectiveness-NTU method
The ɛ-NTU method is used to predict outlet temperatures by cal-

culating the effectiveness, a dimensionless parameter related to the
heat transfer performance of the heat exchanger. It is a measure
between 0 and 1 and it is the measure of the actual heat transfer rate
compared to the maximum theoretical heat transfer rate for the heat
exchanger. This method was determined to be the most useful for
transient predictions and was used to create the TRNSYS component.
The general equation is shown below and has been developed for the
evaporator and condenser sections of a HPHE [35]:

ee ¼ qact
qmax

¼ Ce Te;in�Te;out
� �

Cmin Te;in�Tc;in
� � and ec ¼

Cc Tc;out�Tc;in
� �

Cmin Te;in�Tc;in
� � ð3:3Þ

3.2. Using the effectiveness-NTU and thermal network analysis methods
to predict hphe performance

To determine the equations requiring coding for the TRNSYS
HPHE component, the e-NTU equations needed to be expanded to
their base components so that the relevant TRNSYS inputs, parame-
ters and calculations could be fed into the equations. Eqs. (3.4) and
(3.5) are developed from Eq. (3.3), with ee and ee being the
stances within a heat pipe [35].

P. K. Swain et al.7



Fig. 7. Crossflow flow patterns for fluids passing across a cylinder with increasing Reynolds number. Adapted from [53].
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effectiveness of the evaporator and condenser sections. They show
how the outlet temperatures for the evaporator and condenser sec-
tion can be found from the effectiveness of that section.

Te;out ¼ Te;in�et
Cmin

Ce
Te;in�Tc;in
� � ð3:4Þ

Tc;out ¼ Tc;in þ et
Cmin

Cc
Te;in�Tc;in
� � ð3:5Þ

where Te,in, Te,out, Tc,in and Tc,out are the inlet and outlet temperatures
of the evaporator (e) and condenser (c) fluids, Cmin is the minimum
value of Ce and Cc, the heat capacities of the evaporator and con-
denser fluids, a measure of the mass flow rate ( _m in kg.s � 1) multi-
plied by the specific heat capacity (cp in J.kg�1 .K � 1) of each
stream. et is the total effectiveness of the heat exchanger, tradition-
ally calculated using the equations below, Depending on which heat
capacity is the larger of the condenser and evaporator fluids, the total
effectiveness (et) equation varies:

If Ce > Cc et ¼ 1
ec;n

þ Cc=Ce

ee;n

� ��1
ð3:6Þ

If Cc > Ce et ¼ 1
ee;n

þ Ce=Cc

ec;n

� ��1
ð3:7Þ

where ec,n and ee,n are the effectiveness associated with a transverse
row of thermosyphons. For this reason, different equations are coded
into the component depending on whether Ce or Cc is larger. The
effectiveness of a row of evaporator (ee,n) or condenser (ec,n) thermo-
syphons can be written by Eqs. (3.8) and (3.9), respectively.
Fig. 8. In-line tube bundle arrangement.
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ee;n ¼ 1� 1�eeð ÞNt ð3:8Þ

ec;n ¼ 1� 1�ecð ÞNt ð3:9Þ
where ee and ec are the effectiveness of a single thermosyphon’s
evaporator or condenser section and Nt is the number of thermosy-
phons in a row. The effectiveness of the evaporator and condenser
sections of a thermosyphon can be written by Eqs. (3.10) and (3.11).

ee ¼ 1�e�NTUeð Þ ð3:10Þ

ec ¼ 1�e�NTUcð Þ ð3:11Þ
where NTUe and NTUc are the number of transfer units for the evapo-
rator and condenser. The number of transfer units of the evaporator
and condenser sections (NTUe and NTUc) are equivalent to Eqs. (3.12)
and (3.13).

NTUe � UeAe

Ce
ð3:12Þ

NTUc � UcAc

Cc
ð3:13Þ

where Ue and Uc are the overall heat transfer coefficients of the evap-
orator and condenser section of the thermosyphon and Ae and Ac are
the overall heat transfer areas.

With a HPHE, the UA values are equivalent to the inverse of the
thermal resistance of that section and U is equal to hfc, the forced con-
vection heat transfer coefficient. This is shown in Eqs. (3.14) and
(3.15):
Fig. 9. Staggered tube bundle arrangement.
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Fig. 10. A selection of available fin configurations.
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UeAe ¼ 1
Re;out

¼ hfc;eAe ð3:14Þ

UcAc ¼ 1
Rc;out

¼ hfc;cAc ð3:15Þ

where Re,out and Rc,out are the thermal resistances of the evaporator
section and the condenser section. The thermal resistance decreases
as the number of pipes increases, due to the increased surface area.
Section 3.3 deals with how hfc is calculated.

Heat capacitance is found by Eqs. (3.16) and (3.17).

Ce ¼ _mecp;e ð3:16Þ
Fig. 12. Thermal conductivity of carbon steel [61].
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Fig. 13. A view of the standard TRNSYS component library and the location of the
newly developed HPHE component.

Fig. 14. A flowchart of the TRNSYS component coding process.
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Cc ¼ _mccp;c ð3:17Þ
where _me and _mc are the mass flow rates of the evaporator and con-
denser streams and cp,e and cp,e are the specific heat capacities of the
fluids.

The equations in this section, aloing were coded using Fortran lan-
guage for the HPHE component in the TRNSYS model to determine
the outlet temperatures depending on the variables in the model.

3.3. Calculating the heat transfer coefficient of forced convection

The heat transfer coefficient of forced convection, hfc, is the most
challenging variable to determine and it depends on a variety of flow
properties. The calculations predominantly depend upon the design
of the HPHE. hfc must be calculated for both the evaporator and con-
denser sections, as below:

hfc ¼
NuDk
Do

ð3:18Þ

NuD is the Nusselt number (dimensionless) in respect to the diameter
of the heat pipe and the calculations are shown in Section 3.3.1, k is
the thermal conductivity of the fluid (W.m � 1 .K � 1) and Do is the
outer diameter of the heat pipe (m).

3.3.1. Nusselt, Prandtl and Reynolds dimensionless numbers
Each of the numbers below are calculated for the inlet, outlet and

heat pipe outer wall temperatures of both the evaporator and con-
denser sections. Tables for natural gas, flue gas, air, water and ther-
mal oil (specifically Therminol-66) are used to calculate the
thermophysical properties from [48, 49, 50, 51]. The significant
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properties are density, kinematic viscosity, thermal conductivity and
specific heat capacity.

The Nusselt number is traditionally calculated from Eq. (3.19), a rear-
rangement of Eq. (3.18), in order create a non-dimensional number from
many contributing variables. In essence, the Nusselt number represents a
ratio of heat transfer by convection to conduction across a fluid layer to
quantify whichmechanism contributes themost to heat transfer [13].

Nu ¼ hLch
k

ð3:19Þ

Lch is the characteristic length, in this case substituted with Do.
The Prandtl number (Pr) of a fluid is the ratio between momentum

diffusivity and thermal diffusivity. The number describes the thickness
of the thermal boundary layer relative to the thermal boundary layer.
Gases have Prandtl numbers around 0.7�1.0 and water is 1.7�13.7.
[13]. The Prandtl number can be calculated from Eq. (3.20) [52].

Pr ¼ Momentum diffusivity of momentum
Thermal diffusivity of heat

¼ n
a
¼ m=r

k=cpr
¼ cpm

k
ð3:20Þ

n is the momentum or kinematic viscosity (m2.s � 1), a is the thermal
diffusivity (m2.s � 1),m is the dynamic viscosity (Pa.s), r is the density
(kg.m � 3), k is the thermal conductivity (W.m � 1 .K � 1), cp is the spe-
cific heat (J.kg�1 .K � 1).
P. K. Swain et al.



Fig. 15. Code to declare all the variables that Type202 uses throughout the subroutine.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016
The Reynolds number (Re) provides an indication of the flow regime
and also when laminar flowwill transition to turbulent flow. Large Rey-
nolds number indicate turbulent flow and a quick transition and vice
versa for a small Reynolds number. [13]. Fig. 7 shows typical Reynolds
numbers associated with crossflow flow patterns and Eq. (3.21) the gen-
eral equation used to determine the Reynolds number.

Re ¼ Inertial forces
Viscous forces

¼ ruLch
m

¼ uLch
n

ð3:21Þ

where r is the fluid density, u is the velocity,m is the dynamic viscos-
ity, Lch is the characteristic length and n is the momentum or kine-
matic viscosity. The Reynolds number associated with the outer
diameter of a tube (Do) can be determined using:

ReD ¼ VmaxDo

n
ð3:22Þ

The calculation of Vmax, the maximum velocity occurring in the mini-
mum flow area between tubes (in this case the heat pipes), depends on
whether the tubes are in a staggered or in-line arrangement. Fig. 8
shows an in-line tube bundle arrangement with the varying parameters
and Eq. (3.24) provides the calculation. Fig. 9 shows a staggered arrange-
ment with the Vmax calculations provided by Eqs. (3.25) to (3.27).

Amin ¼ ST�Do ð3:23Þ

Vmax ¼ ST
ST�Do

� nf ð3:24Þ

where nf is the free-flow velocity at the inlet face area without tubes.
The minimum free-flow area, Amin, can potentially occur in two pla-

ces in staggered arrangements. It can be, as in Eq. (3.23), transversely
between the tube rows. However, if ST is much larger than SL such that:ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ST
2

� �2

þ SL
2

s
<

ST þ Do

2
ð3:25Þ

according to [53]:

Vmax ¼ ST=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ST
2

� �2
þ SL

2

r
�Do

� nf ð3:26Þ
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The authors have rearranged this to:

Vmax ¼
nfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2 SL
ST

� �2r
�2 Do

ST

ð3:27Þ

Table 1 provides the available correlations, based on empirical
data, for calculating the Nusselt number from literature using Rey-
nolds and Prandtl numbers with the varying applications and condi-
tions where they can be applied; adapted from [54].

Prs is the Prandtl number evaluated at the external wall tempera-
ture of the heat pipe.

For the correlations provided by Ref. [59], if the number of rows
(Nr) is <16 and ReD>1000, a correction factor can be used as seen in
Table 2, adapted from [13].
3.3.2. Effect of finning heat pipes
The final factor that needs to be considered is whether the heat

pipes are finned. External pipe finning is used to increase the heat
transfer surface and increase turbulence and is primarily for gaseous
applications but can also be used for liquids. The HPHE tested had
helical fins on both the evaporator and condenser sections. Helical
fins are currently the favoured configuration for heat exchangers for
WHR units. Ponsoi, Pikulkajorn and Wongwises [60] provide a thor-
ough review on spiral finning, the available configurations and avail-
able correlations for Colburn and friction factors. Fig. 10 provides a
schematic of a selection of available tube finning configurations. The
model can be adapted to incorporate other finning configurations
and used equations for their area and correlations determining effi-
ciency.

The total heat transfer area (Atot) of a heat pipe section with fins is
found by adding the heat transfer area of the heat pipe (Ahp) to the
heat transfer area of the fins (Af) taking into account the efficiency of
the fins. Heat transfer is reduced the farther the fin section is from
the pipe as the energy is passed by conduction. Therefore, a coeffi-
cient of efficiency for the fin is introduced (hf). Fig. 11 shows a dia-
gram of a finned heat pipe and symbols used in the following
equations. These equations are calculated for both the evaporator
and condenser section separately for helical fins.
P. K. Swain et al.1



Fig. 15 Continued.
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Fig. 15 Continued.
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Atot ¼ Ahp þ hfAf ð3:51Þ

hf ¼
tanh xHf

� �
xHf

ð3:52Þ

Hf is the width of the fins and x is:

x ¼
ffiffiffiffiffiffiffiffiffi
2hfc
kf ef

s
ð3:53Þ

hfc is the heat transfer coefficient of forced convection, kf is the ther-
mal conductivity of the fin material, ef is the thickness of the fin.

The heat transfer area of the fins is:

Af ¼ 2pHf LhlNt ð3:54Þ
Lhl is the length of the helical found by:

Lhl ¼
L
Pf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
Dof þ Do

2

� �2

þ Pf
2

s
ð3:55Þ
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L is the length of the finned heat pipe section, whether it is the evapo-
rator or condenser. Dof is the outer diameter of the heat pipe includ-
ing the fins, Do is the outer diameter of the heat pipe and Pf is the
pitch of the fins.

The heat transfer area of just the heat pipe (Ahp) without fins is
found by:

Ahp ¼ pDoL ð3:56Þ
A HPHE consists of many individual heat pipes. The heat transfer

area in the entire exchanger condenser Ac and evaporator Ae section
is determined by:

Ac ¼ NrNtAtot;c ð3:57Þ

Ae ¼ NrNtAtot;e ð3:58Þ

3.3.2.1. Thermal conductivity of carbon steel fins. As well as the fin
configuration, the thermal conductivity of the material type of fins
used in heat exchangers is vital to the overall fin efficiency. The fin
material in the HPHE unit used to validate the model was carbon
steel. The thermal conductivity of the fins, kf, was determined using
P. K. Swain et al.3



Fig. 16. Code to provide error notification if parameters are outside correct ranges for calculations to function.

Fig. 17. Code to provide an error notification if out of range inputs are entered.

Fig. 18. Flowchart for the process of compiling a component into a *.dll file to be used
in TRNSYS.
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data from [61]. This was extracted to create Fig. 12. Carbon steel is
predominantly used for finning but the use of aluminium or forms of
stainless steel is also seen. The model can be altered to use other
material thermal conductivity characteristics, if required.

4. Methodology

A desktop simulation has been conducted with a personally devel-
oped transient HPHE model and results compared with experimental
data. The software TRNSYS (TRaNsient System Simulation) 17 was
used to create a transient simulation with varying inputs and param-
eters. This simulation engine was developed by members of the Solar
Energy Laboratory at the College of Engineering within the University
of Wisconsin. The software is used to study thermal systems and has
latterly been employed to study waste heat recovery. It is installed
with a library of over 150 components. These components are used
to model a transient system, which allows the user to evaluate and
analyse chosen inputs and parameters and view results. An interface
called ‘Simulation Studio’ is used where the system is graphically
modelled using the library of components, which are known as
‘Types’. These Types are internally composed of a series of mathemat-
ical equations where inputs and parameters are converted to output
values. The values and units of the inputs and parameters can be
altered to provide a graphical view of the system’s functionality over
a set period of time. A parameter is fixed throughout the entire simu-
lation, but an input can be fixed or changed in each iteration step
over the simulation. A transient nature can be achieved by linking an
external file (.txt/.csv) as the input or linking the output of another
component as the input for another, for example, data logged real
temperature profiles from a furnace or weather temperature data
from cities around the world can be used.

A HPHE component is not available in the TRNSYS library and so
the authors coded a new component. The standard TRNSYS library
with the location of the newly created HPHE Type is shown in Fig. 13.
The component needs a ‘skeleton’ where the user can change inputs
and parameters, which is also the icon that can be visualised in
Development and Validation of a TRNSYS... P. K. Swain et al.114



Fig. 19. View of ‘General’ tab for HPHE component in Simulation Studio.
Fig. 21. View of Type202 component ‘Input’ tab in Simulation Studio.
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simulation studio. It then has the internal mathematical operation
which takes the inputs and creates the outputs.

4.1. Process for coding the HPHE component

The process for coding and including a new component in the
TRNSYS library is not straightforward; it requires the use of multiple
software and is coded in Fortran. Fortran (FORmula TRANslation) is a
compiled imperative programming language. TRNSYS was written in
this language and as such, it is required to code a Type in this lan-
guage and then compile it. The Fortran language was developed by
the International Business Machines (IBM) Corporation in the 1950s
for the purpose of numerical computation and scientific computing
specifically for engineering and scientific purposes. The first manual
was released in 1956 and the first compiler was released in 1957. The
idea was to ease the process of inputting equations into computers.
Fortran has many iterations and releases, specifically the Fortran 90
language was used to code the Type, developed in 1991. The process
for creating a new component is described in the Programmer’s guide
(Volume 7) [62] provided within the software. However, not all sec-
tions or code is required so the process for building the novel HPHE
Type is described in this section. Fig. 14 provides a flowchart diagram
to explain the coding process.

To build a new model, TRNSYS 17 must be installed and a Fortran
compiler capable of generating a 32-bit dynamic link library (DLL).
Many compilers are available, but in this case Intel Parallel Studio XE
2019 with the additional Intel Visual Fortran package was used. Intel
Visual Fortran is an add-on for Microsoft Visual Basic.
Fig. 20. View of Type202 component ‘Parameter’ tab in Simulation Studio.
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The TRNSYS code is split into the kernel and the Types. The kernel
provides all the background and functionality inputs to the Types.
Types have the mathematical coding to perform calculations of the
components used in the simulation as well as how to communicate
with the kernel and call various other codes at given steps, in essence,
converting inputs to outputs. Types distinguish between inputs that
change with time and inputs that do not change with time. These are
known as inputs and parameters, respectively. For the HPHE compo-
nent, the following inputs were required, shown in Table 3.

For the HPHE component, the following parameters were
required, shown in Table 4.

Within the Type, further internal calculations were carried out.
These are summarised in the theoretical section of the paper.

4.1.1. HPHE coding in intel visual Fortran
This section explains how the HPHE component (Type202) code

was written. The first line of the code calls the particular subroutine
to which the component in simulation studio is linked, in this case
the Type number. Type numbers 201�300 are reserved for user writ-
ten components and Type1�200 are reserved for the standard
TRNSYS library. For this reason, Type202 was arbitrarily chosen.

A TRNSYS 17 simulation requires the access global constants and
functions provided in the source code. To choose which are called
into the simulation is done by ‘Use’ statements. Type202 requires
TrnsysConstants and TrnsysFunctions. TrnsysConstants is a module con-
taining fixed values that do not change throughout a simulation, for
example, declaring the maximum amount of equations or outputs
that can be used in a simulation. A table of these constants can be
found in Section 7.4.1.1 of the Programmers manual [62].
Fig. 22. View of Type202 component ‘Output’ tab in Simulation Studio.
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Fig. 23. 3D schematic of the HPHE.
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TrnsysFunctions are all the functions that the subroutines can use to
handle the stored data. A full description of each function is found in
Section 7.4.2 of the Programmers manual [62].

In previous versions of TRNSYS, Types could not exist in an exter-
nal *.dll file, it required altering the standard TRNDLL.dll. In TRNSYS
17, the Types can exist in an external *.dll. The kernel examines the
contents of a user library directory to determine if any external *.dll
files need to be loaded into the simulation. In this case, the Type202.
dll file is an external *.dll file placed in the user library and is loaded
into the memory for the duration of the simulation. The code below
tells the kernel to search for Type202 in the user library and load it
into the memory.

Declaring the variables is a section of code that comes after ini-
tially defining the subroutine, giving access to global variables and
exporting the component. This is a larger section of code where all
the local variables used through the simulation are given. Implicit
None is used to instruct that all variables need to be explicitly
declared. If the variable is a real number, Double precision is used to
set the variable to be a real number with twice the amount of signifi-
cant decimal digits and a magnitude range of 10�308 to 10,308. This
accuracy is not necessary but modern computing power allows the
use of it. Integer is used to set the variable to be an integer number.
Fig. 24. Dimension
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Data can be used before the variable to set a parameter to a fixed
value; however, this command was not used for Type202. Fig. 15
shows all the local variables used within the Type.

After declaring the variables, the entirety of the code underneath
is the executable section. Each line is read and executed sequentially.
The variables Time, Timestep, CurrentUnit, CurrentType are global vari-
ables that are required to be read during each iteration to provide the
transient nature output of the simulation.

The code needs to be ‘version signed’. This is done to inform the
kernel which version of TRNSYS and therefore the convention in
which the component was written. This alters how the kernel han-
dles the component. This allows backward compatibility with com-
ponents of TRNSYS written in earlier versions and will allow future
compatibility with the next versions of TRNSYS. This step is vital as
the simulation will call an error if the Type is not signed to a particu-
lar version.

On the last run through of the code, at the end of the simulation, it
may be required to perform certain actions such as closing external
files before returning control to the kernel. This is known as last call
manipulation. No last call functions were required for Type202 so it
was only necessary to return control to the kernel.

When a particular timestep finishes, every Type in the simulation
is recalled. End of timestep manipulations allows functions to occur
before the Type is recalled into the simulation. No end of timestep
manipulations were required for Type202 so the Return function
allows the Type to be recalled.

To operate correctly, the kernel needs to be told what Type202 is
composed of. The code required informs the kernel that there are fif-
teen parameters, four inputs, zero derivatives and two outputs. The
iteration mode tells the kernel how often the type should be called. A
value of one indicates that Type202 should be called at every time-
step regardless of whether the input values have altered to the previ-
ous iteration. The number of stored variables sets the required
number of static and dynamic storage spots. Type202 completes a
calculation every timestep with the inputs and so no stored variables
are required. No discrete controls are required.

The code assigns units to the input and output values. This is an
extremely important step to avoid inadvertently performing calcula-
tions or connecting components with different units. A good example
of this is whether the component calculates using Kelvin or degrees
s of the HPHE.

P. K. Swain et al.



Fig. 25. Separation plate and heat pipe arrangement detail.
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Celsius. If an output value of one parameter is in a different unit to
another, as long as the measurement type is the same (e.g. tempera-
ture), TRNSYS will convert the value to the correct unit. The pro-
grammer’s manual provides a breakdown of the available
measurement types, the units, the TRNSYS code and the mathemati-
cal conversion used.

On the first run of the code there are no iterations, but the initial
input and output values of the parameters are read. The initial
parameter values are read from external data files or component
input values. The order within the component determines the num-
ber assigned to it. The JFIX function is used to ensure the number
read is an integer.
Fig. 26. Graph showing the inlet flow r
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If an out of range parameter is found, to prevent erroneous and
incorrect calculations, error messages were built into the code. If a
parameter is out of range and the simulation is run, an error message
pops up. This is essential to ensure all the parameters are correctly
input and results are obtained incorrectly. Fig. 16 shows the coded
ranges with the error messages that are shown in a pop-up box and
the results file if out of range parameters are input.

In this case:

� The number of rows (Nr) in the HPHE had to be greater than one.
The input defaults to zero. This was to ensure that an input was
in place.
ate of the exhaust and air streams.

P. K. Swain et al.7



Fig. 27. Labelled model in Simulation Studio.
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� It is easy to input the outer diameter of the pipe in millimetres or
centimetres rather than metres. If Dout was over one, it was
obvious that the incorrect unit and therefore input was used.

� As the initial default value of the length of the evaporator (Le)
and length of the condenser (Lc) was zero, ensuring that Le and
Lc were greater than zero ensured that a value was input in the
initial parameters.

� To ensure the number of heat pipes in a row (Nt) was input, an
error occurred if the value was less than or equal to zero.

� To ensure the distance between the heat pipes rows and the heat
pipe centres in a row (ST and SL) was input in metres, a value
greater than or equal to one gave an error.
Fig. 28. A graph showing the experimental inlet and o
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� To ensure an input was given for the flow area of the evaporator
and condenser (Ae and Ac), a value less than or equal to zero
gave an error.

� The finning mode depends on whether the evaporator or con-
denser sections were finned. 1= no finning, 2= condenser finned,
3= evaporator finned, 4= both finned. Inputs outside of 1�4 are
not allowed.

� The fluid mode told the component which heat sink was being
used. 1= air, 2= water 3= thermal oil. Inputs outside of 1�3 are
not allowed.

� Errors for the finning parameters ensured measurements were in
input in metres.
utlet temperatures of the source and sink fluids.
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Fig. 29. A graph showing the simulation inlet and outlet temperatures of the source and sink fluids.
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At the first timestep the outputs of the simulation need
an initial value. In this case the output values were set to the val-
ues of Tho and Tco; temperature of the hot and cold stream
outlets.
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In a simulation, it is possible to run multiples of the same Type.
For example, if multiple HPHEs are in a simulation, multiple Type202
components will be put into the simulation. The simulation needs to
treat these Types separately. For this reason, there is a dedicated
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een experimental and simulation results.
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Fig. 31. A histogram plot of percentage error.6. Conclusion.
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code for multiple unit manipulation. If (getIsReReadParameters()) is
the function used that causes the parameters list to be reread if there
is more than one Type in a simulation.

There are four inputs for Type202, namely: temperatures and
mass flow rates of the source and sink inlet streams. As with the
parameters, the inputs need to be in range for a successful calculation
and to check that they have been entered. For this reason, error mes-
sages were coded (Fig. 17) to ensure the simulation was not run if
this was the case.

All the internal calculations then occur. After all the internal calcu-
lations, the final values for Tho and Tco are calculated. At each itera-
tion, Tho and Tco are set as visualisable output values. These values
are stored in the memory and can be used at the next timestep. End
Subroutine is then used to return control to the kernel after all the cal-
culations are completed and the values are stored. The subroutine for
Type202 is then ended.
4.1.2. Creating a *.dll file using intel visual Fortran 19
The TRNSYS Programmer’s Guide [62] is slightly outdated as the

manual only provides instructions on how to add a Type to the
TRNDLL.dll using Intel Visual Fortran 11. This process was done using
Intel Visual Fortran 19 and so it varied from the instructions given in
the manual. The instructions to add a new project to the Ivf11.x solu-
tion is provided in this section by a flowchart for the process, Fig. 18.
4.1.3. HPHE TYPE202 component skeleton
A Type that is used for a simulation consists of two parts, the internal

code that tells the component how to work, as detailed in Section 4.1.1
HPHE Coding, as well as the ‘skeleton’, which is used to enter the compo-
nent into the simulation, link the component with other components in
the simulation, house the code and provide parameter and input values.
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The empty skeleton for Type 202 (HPHE) was created in Simulation Stu-
dio by pressing File>New>New Component (TRNSYS TYPE). A view of
the final skeleton with all inputted data for the General, Parameter, Input
and Output tab pages are provided in Fig. 19 to Fig. 22, respectively.
4.1.4. Model limitations
There are several limitations to this model. Firstly, it does not take

into account start-up of the heat pipes. It assumes start-up is
achieved and the heat pipes are operational. In saying this, the model
is used to determine recovered heat energy in a process system that
would be operational, so start-up is not essential.

Secondly, HPHEs have thermal inertia. For example, there is resid-
ual heat in the casing of the HPHE and the heat pipes themselves that
will be transferred to the sink fluid if the source stream is cooling
down. Axial conduction through the heat pipe and conduction
through the separation plate is also present. These factors are not
taken into account. This means the model adapts more quickly than
what would occur in reality, as witnessed in the results.

The model assumes perfect insulation whereas the HPHE loses heat
through the casing. As such, the model slightly overpredicts the perfor-
mance, as seen in the results. It is possible to predict temperature loss from
the HPHE casing based on the design parameters. However, it was deemed
unnecessary as many additional parameters would have to be input and
wouldmake themodelmuchmore cumbersome for little return.

The Type, currently, only provides outlet data about the tempera-
ture. Additional work is being undertaken to provide, for example,
pressure drop, energy recovery rate and conductance values.

Currently, only helical finning is available as an option, whereas,
in reality, other configurations are possible. Future work can be
undertaken to validate other configurations, and the code can be
updated accordingly.
P. K. Swain et al.



Table 1
Available correlations for calculation Nusselt numbers over tube bundles.

Ref. Equation Condition Equation

[55] NuD = 0.33ReD0.6Pr1/3 Staggered
>10 rows
10<ReD<40,000

(3.28)

[56] NuD = KReD
n

K and n values are tabulated in [57, 53]
Air only

>10 rows
(3.29)

[14] NuD = K1ReD
n

K1 and n values are tabulated in [57, 53]
Air only

<10 rows
(3.30)

[56] NuD = 0.32FaReD0.61Pr0.31

Fa is an arrangement correction factor provided in [56]
(3.31)

[58] NuD = 0.34FaReD0.61Pr0.31

Fa ¼ 1þ SL þ 7:17
SL

�6:52
� �

� 0:266
ðST�0:8Þ2

�0:12
h i

�
ffiffiffiffiffiffiffiffi
1000
ReD

q In-line (3.32)

NuD = 0.35FaReD0.57Pr0.31

Fa ¼ 1þ SL
10 þ 0:34

ST

Staggered (3.33)

[59] NuD = 0.9ReD0.4Pr0.36(Pr/Prs)0.25 >16 rows
0�100 ReD
In-line

(3.34)

NuD = 0.52ReD0.5Pr0.36(Pr/Prs)0.25 >16 rows
100�1000 ReD
In-line

(3.35)

NuD = 0.27ReD0.63Pr0.36(Pr/Prs)0.25 >16 rows
1000�20,000 ReD
In-line

(3.36)

NuD = 0.033ReD0.8Pr0.4(Pr/Prs)0.25 >16 rows
20,000�200,000 ReD
In-line

(3.37)

NuD = 1.04ReD0.4Pr0.36(Pr/Prs)0.25 >16 rows
0�500 ReD
Staggered

(3.38)

NuD = 0.71ReD0.5Pr0.36(Pr/Prs)0.25 >16 rows
500�1000 ReD
Staggered

(3.39)

NuD = 0.35(ST/SL)0.2ReD0.6Pr0.36(Pr/Prs)0.25 >16 rows
1000�20,000 ReD
Staggered

(3.40)

NuD = 0.031(ST/SL)0.2ReD0.8Pr0.36(Pr/Prs)0.25 >16 rows
20,000�200,000 ReD
Staggered

(3.41)

[53] NuD = 0.8ReD0.4Pr0.36(Pr/Prs)0.25 >10 rows
0.7<Pr<500
10<ReD<100
In-line

(3.42)

NuD = 0.9ReD0.4Pr0.36(Pr/Prs)0.25 >10 rows
0.7<Pr<500
10<ReD<100
Staggered

(3.43)

NuD = 0.27ReD0.63Pr0.36(Pr/Prs)0.25 0.7<Pr<500
1000<ReD<10,000
In line
ST/SL� 0.7

(3.44)

NuD ¼ 0:35 ST
SL

� �0:2
ReD0:6Pr0:36ðPr=PrsÞ0:25 0.7<Pr<500

1000<ReD<10,000
Staggered
ST/SL<2

(3.45)

NuD = 0.4ReD0.6Pr0.36(Pr/Prs)0.25 0.7<Pr<500
1000<ReD<10,000
Staggered
ST/SL� 2

(3.46)

NuD = 0.021ReD0.84Pr0.36(Pr/Prs)0.25 0.7<Pr<500
ReD>10,000
In-line

(3.47)

NuD = 0.022ReD0.84Pr0.36(Pr/Prs)0.25 0.7<Pr<500
ReD>10,000
Staggered

(3.48)

NuD = 0.019ReD0.84 Pr=0.7
ReD>10,000
Staggered

(3.49)

NuD = 0.0131ReD0.883Pr0.36 450,000<ReD<700,000
Staggered
ST/D = 2
SL/D = 1.4

(3.50)
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Table 2
Correction Factor for Zukauskas Correlations with <16 Rows of Heat Pipes [13].

Nr 1 2 3 4 5 7 10 13

In-line 0.70 0.80 0.86 0.90 0.93 0.96 0.98 0.99
Staggered 0.64 0.76 0.84 0.89

Table 5
Components used in the TRNSYS model, their Type and description.

Component Type Description

Type 9a Data reader for generic data files

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016
Table 3
Inputs for HPHE TRNSYS component.

Input Designated Symbol Units

Source fluid inlet temperature Thi °C
Sink fluid inlet temperature Tci °C
Mass flow rate of evaporator fluid FLWe kg.s � 1

Mass flow rate of condenser fluid FLWc kg.s � 1

Type 202 HPHE component developed.

Type 65 Online Graphical Plotter
4.2. Experimental unit

The HPHE unit that was used to validate the model was installed to
recover energy from the cooling section of a ceramic continuous roller
kiln used to fire tiles. Further information on this exhaust-air HPHE can
be found in Ref. [63]. Fig. 23 and Fig. 24 provide the 3D drawing of the
HPHE unit and the dimensions. Fig. 25 provides the detail of the separa-
tion plate between the two streams and the heat pipe arrangement.

Fig. 26 shows the inlet flow rate data from the experimental
HPHE. There was the inlet of the exhaust to the evaporator section
and the inlet of the air to the condenser. A data point was taken every
minute. 1300 min of data were used. Data for flow rate were mea-
sured in Nm3.hr�1 , which had to be converted to kg.hr�1 for the
TRNSYS simulation. This was achieved using the ideal gas law equa-
tion as done by [45]. There were fluctuations in the data mainly in
the exhaust flow rate. A maximum error of mass flow rate of 2.78%
was reported. The average values for the exhaust and air inlet flow
rate were 6047 and 2600 kg.hr�1 , respectively. The maximum and
minimum flow rates for the exhaust were 6869 and 632 kg.hr�1 and
for the air were 2644 and 2560 kg.hr�1 . These fluctuations assisted in
showing that the model would adapt to fluctuating conditions.
4.3. Model for validation

Fig. 27 shows the model built to validate the component. The left
highlighted box shows the real-world experimental data input into
the model. These are connected to the HPHE Type that does the
mathematical operation. The outputs of the Type are sent to a plotter
Table 4
Parameters for HPHE TRNSYS component.

Parameter Designated Symbol Units

Number of heat exchanger rows Nr N/A
Outer diameter of heat pipes Dout m
Length of active evaporator section Le m
Length of active condenser section Lc m
Number of heat pipes in row Nt N/A
Distance between heat centres in row ST m
Distance between heat pipe centres between rows SL m
Flow area of evaporator Ae m2

Flow area of condenser Ac m2

Finning Mode FinningMode �
Fluid Mode FluidMode �
Outer diameter of fins Dofin m
Thickness of fins efin m
Pitch of fins Pfin m
Width of fins Hfin m
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to graphically display the results. Table 5 gives further information
on each Type used in the simulation.

5. Results and discussion

5.1. Comparison of results

Fig. 28 shows the experimental inlet and outlet temperature data
of the installed HPHE. The inlet temperatures were fed into the model
and the outlet temperatures were used for comparison against the
simulation to validate the component. Fig. 29 shows the graph pro-
duced in TRNSYS of the simulation inlet and outlet temperatures of
the source and sink fluids for comparison.

In the experiments, the air inlet is roughly 35 °C and rises to
between 150 and 175 °C depending on the flow rate. The exhaust
drops from between 190 and 210 °C to 130�145 °C.

In the simulation, the air and exhaust inlets directly relate to the
experimental set up as these were used as the inputs. The air outlet
rose to between 160 and 175 °C and the exhaust dropped to between
140 and 160 °C. It can be seen by comparing the graphs that the sim-
ulation follows the experimental results very similarly.

5.2. Energy recovery comparison

The energy recovered was calculated from the secondary stream,
air, using:

_Q ¼ _m cp DT ð5:1Þ
The energy recovery of the experiment was plotted against the

simulation for comparison, shown in Fig. 30. It is seen that most
results fall well within a § 15% difference with a few outliers pre-
dominantly caused by the faster response of the simulation compared
to the experiment and lack of thermal inertia. The simulation slightly
overpredicted the performance of the HPHE, this is as expected as
the model assumes perfect insulation, with no energy losses. Also,
with the large number of variables and extensive calculations that
need to be conducted, this performance is more than acceptable. The
errors between simulation and experiment were rounded and a his-
togram plot (Fig. 31) shows the spread of error with the majority fall-
ing between 3 and 4%. Six major outliers, circled in red, in Fig. 30
were removed and the average error was 4.4%.

A TRNSYS Type has been built to simulate a counter-flowHPHE com-
ponent that provides accurate predictions on outlet temperatures of
both the source and sink fluid. This was done using the ɛ-NTU method
and real-world installation data. The results of the simulation were well
P. K. Swain et al.
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within §15%, with an average of 4.4% error, compared to the experi-
mental results. This component can now be used confidently in larger
waste heat recovery system simulations that encompass a HPHE of this
configuration. Furthermore, transient HPHE calculations are now possi-
ble whereas previously averaged fixed values would have to be used as
inputs. Future work will be required to ensure the method of calculating
et is applicable to further applications. Now the component has been
validated, the TRNSYS performance of an entire system including a
HPHE can be simulated to determine the system performance over time
and aid the design and installation of HPHEs for the purpose of WHR. In
this paper, an exhaust gas to air unit was validated using an available
full-scale unit. Further full-scale units that are currently being installed
will be used to validate thermal oil and water as heat sinks, once suffi-
cient data has been collected, in a future article. Methods will be
included for determining pressure drop as well as conductance values
and energy recovery rate as outputs of the model.
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1. Introduction

Transmission line tower is one of the typical high-rise
structures, which is widely used throughout the world for
energy supplying [1, 2]. .e transmission line tower is
vulnerable to suffering from wind-induced vibrations owing
to its high flexibility and low inherent damping character-
istics [3–5]. Frequent and excessive vibration could po-
tentially induce damage and even collapse of the
transmission line tower and have adverse effects on the
serviceability of the whole transmission tower-line system
[6–8]. Considerable investigations focused on theoretical
[9–11], experimental [12–14], and field measurement [15]
have been carried out in recent decades, which is devoted to
mitigating the dynamic responses of the line transmission

tower. To guarantee the normal operation of the trans-
mission line tower, several measures have been proposed for
the vibration control of the transmission line tower, which
mainly include increasing the stiffness of the transmission
line tower [16, 17] and attaching energy dissipation devices
on the transmission line tower.

Attaching energy dissipation devices is a commonly used
method for mitigating vibrations of the transmission line
tower [18–20]. .e tuned mass damper (TMD) is a typical
energy dissipation device, which has been commonly uti-
lized for mitigating vibrations of high-rise structures
[21, 22]. It has been found that the application of TMDs
helps reduce the dynamic responses of the transmission line
tower [23–25]. However, the disadvantage is that several
additional masses should be installed on top of a
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transmission tower, which requires the occupancy of the
structural space. To overcome the shortcomings of the TMD,
several energy-dissipating dampers were further proposed to
enhance the vibration control performance of the trans-
mission line tower. .e magnetorheological (MR) damper
has been successfully used on suppressing the wind-induced
response of a real transmission line tower [26]. It has shown
that the MR damper with optimally designed parameters has
some advantages in controlling the wind-induced response
of the transmission line tower. Nevertheless, the MR damper
is quite complicated, and the requirement in the additional
energy supply during the vibration control process is un-
realistic while accepting strong excitations. Besides that, the
passive friction dampers have been used in a finite element
tower model with lumped mass, which is further applied in a
real transmission line tower for verifying its superior control
performance [27]. In addition, the use of viscoelastic
dampers (VEDs) for the wind-resistant design of the
transmission line tower has also been proposed [28]. Note
that the optimal design of VEDs for vibration control of the
transmission line tower has not been investigated.

.is paper investigates the optimal design of VEDs for
vibration control of a transmission line tower subjected to wind
excitations. .e paper is organized as follows. Firstly, the
mechanical model of the VED-brace system was established.
Subsequently, themaximum additional modal damping ratio of
the transmission line tower attached with VEDs was calculated.
Next, based on the finite element model of a two-circuit
transmission line towerwithVEDs, the influences of installation
positions and parameters of VEDs on the additional modal
damping ratiowere clarified. Finally, the control performance of
VEDs on the transmission line tower subjected to wind exci-
tations was numerically demonstrated.

2. Model of VED-Brace System and Optimal
Design of VED

2.1. Mechanical Model of the VED-Brace System. A coupled
system combined with a viscoelastic damper and a supported
steel brace, also denoted as VED-brace system, is shown in
Figure 1. .e VED is represented by a parallel spring (with
stiffness Kd) and damper (with damping coefficient Cd), while
the supported steel brace, connected to the VED and primary
structure, is modeled by a spring with stiffness Kb and in series
with the VED. Assuming that a sinusoidal displacement u(t) �

u0 sin ωt with amplitude u0 and natural frequency ω is applied
on the VED, its output force is given as

Fd(t) � Kdu(t) + Cd _u(t), (1)

where _u(t) denotes the first-order derivative of u(t) with
time t.

Introducing the energy dissipation stiffness of VED as
Kd
′ � Cdω, the output force of the VED can be rewritten as

Fd(t) � Kdu0 sin(ωt) + Kd
′ u0 cos(ωt). (2)

Supposing that the displacement of the VED-brace
system is represented by uA � uasinωt, the displacement of
the VED and the brace can be expressed as

uD � ud sin(ωt − φ),

uB � uA − uD,
(3)

where φ is the displacement phase difference between the
VED and the brace.

Based on the equality of internal force for the series
system, we obtain

Fb(t) � Fd(t)

� Fa(t)

� Kaua sinωt + Ka
′ua cosωt,

(4)

where

Ka �
Kb + Kd( KbKd + Kb Kd

′( 
2

Kb + Kd( 
2

+ Kd
′( 

2 , (5)

Ka
′ �

K
2
bKd
′

Kb + Kd( 
2

+ Kd
′( 

2. (6)

.e ratio of the relative displacement amplitude at both
ends of the VED to the relative displacement amplitude at
both ends of the VED-brace system is expressed as

β �
ud

ua

�
Kb����������������

Kb + Kd( 
2

+ Kd
′( 

2
 .

(7)

According to equation (7), it is straightforward to see
that the ratio β approaches 1 if the brace stiffness Kb is
sufficiently large. Otherwise, the effect of the limited stiffness
of the steel brace must be included during vibration control
analysis. For the convenience of analysis, the nondimen-
sional parameters are introduced here:

η �
K′
Kd

,

α �
Kb

Kd

,

α1 �
Ka

Kd

,

α2 �
Ka
′

Kd

,

(8)

d j

ua (t),Fd (t),Fb (t),Fa (t)

i

Kd

Cd

Kb

Figure 1: Mechanical Model of the VED-brace system.
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u(t) � umax sin ωt. (9)

For the tower segment coupled with the VED-brace
system, the output force becomes

F(t) � Ff(t) + Fa(t)

� Kf + Ka umax sin ωt + Ka
′ umax cosωt.

(10)

.e equivalent damping ratio for the tower segment may
be obtained as

ξa �
Ed

4πEs

�
Ka
′

2 Kf + Ka 
.

(11)

By defining the additional stiffness ratio αa � Ka/Kf,
equation (10) can be rewritten as

F(t) � umaxKf 1 + αa( sin sin ωt + 2ξa cos ωt( , (12a)

where

αa � αbαd

αbη + 1 + η2 αd

αbη + αd( 
2

+ η2αd
2, (12b)

ξa �
1
2

α2bη
2αd

αbη + αd(  αbη + αbαd + αd(  + 1 + αb( α2dη
2,

(12c)

where αb �Kb/Kf represents the ratio of the brace stiffness to
the tower segment stiffness; αd � Kd

′ /Kf represents the energy
dissipation stiffness ratio of the VED.

From equations (12a) to (12c), it is shown that αa and ξa
are dependent on αb, αd, and η. Again, η is taken as 1.4.
Figure 4 shows the variations of the stiffness ratio αa with
respect to αd under various αb. It is apparent that the stiffness
ratio αa increases with the increase of αd and approaches αb
for a large αd. .is is because extremely large damper
stiffness will lock the damper, which causes the damper to
fail to dissipate the vibration energy. .e variations of the
equivalent damping ratio ξa with respect to αd under various
αb are further illustrated in Figure 5. Note that the equivalent
damping ratio ξa firstly increases with the increase with αd,
reaching the maximum value when the αd reaches a certain
value, and then decreases with the increase of αd.

By taking the derivatives of the damping ratio ξa with
respect to αd, there is

ξa �
1
2

αb
2η2

1 + η2  1 + αb( αd + αb
2η2/αd + αb

2η + 2αbη
.

(13)

By defining f(αd) � (1 + η2)(1 + αb)αd + αb
2η2/αd and

letting zf(αd)/αd � 0, we obtain

αd �
αbη��������������

1 + η2  1 + αb( 

 .
(14)

Substituting equations (14) into equation (12c), the peak
damping ratio is derived as

ξa,peak �
1
4

αbη����������������������
1 + αb(  1 + η2  + 1 + αb/2

 . (15)

.e variations of the peak damping ratio ξa,peak with respect
to the stiffness ratio αb for η� 1.4 and loss factor η for αb� 0.2
are illustrated in Figure 6. As shown in Figure 6, the peak
damping ratio ξa,peak increases with the increase of stiffness ratio
αb and loss factor η. In summary, equation (15) describes peak
damping ratio for the tower segment when equation (14) is
fulfilled. .ese two equations constitute the optimal parameter
design for VEDs in the transmission line tower.

After the brace stiffnessKb and the loss factor η of the VED
are determined, the damping ratio of the energy dissipation
system reaches the maximum value..e ratio of the equivalent

where α denotes the ratio of the brace stiffness to the damper 
stiffness; α1 is the ratio of the energy storage stiffness of the 
VED-brace system to the energy storage stiffness of the VED; 
α2 denotes the ratio of the energy dissipation stiffness of the 
VED-brace system to the energy storage stiffness of the VED; 
η denotes the loss factor of the VED, and its typical value 
ranges from 0.2 to 5.0.

Figure 2 shows the variations of β, α1, and α2 with 
respect to the stiffness r atio α . I t c an b e s een from 
Figure 2(a) that β increases with α and will eventually 
converge to 1, which means that increasing the brace 
stiffness i s b eneficial to  im prove th e en ergy dissipation 
efficiency of the VED. As shown in Figure 2(b), when α is 
greater than 2, α1 will be greater than 1, and Ka finally 
converges to Kd as Kb continues to increase. In this case, 
the brace can be regarded as a rigid rod, indicating that 
the energy storage stiffness o f t he VED-brace s ystem is 
equal to the energy dissipation stiffness of the VED. It can 
be found in Figure 2(c) that α2 increases with α. More-
over, K′a finally converges to K d as α grows, which can be 
considered that the energy dissipation stiffness o f the 
VED-brace system is also equal to that of the VED.

2.2. Optimal Design of VED. .e s implified model of  the 
tower segment with the VED-brace system is depicted in 
Figure 3. Note that the VED-brace system is connected in 
parallel to the main member of the transmission line 
tower.

Assume the relative displacement of both the i end and j 
end of the tower segment as

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Vibration Control of Transmission LIne Tower F. Das et al.127



energy storage stiffness Kd of the VED to the brace stiffness Kb
can be calculated by the following formula as

λ �

��������������
1

1 + η2  1 + αb( 



. (16)

It should be noted that when the additional modal
damping ratio of the VED-brace system reteaches maxi-
mum, its energy dissipation efficiency is also the largest.
.us, the optimal parameters of the VED-brace system can
be determined by equations (14) and (16), and the maximum
additional modal damping ratio of the tower section can be
calculated by equation (15).

3. Numerical Simulation of a Transmission Line
Tower with VEDs

3.1. Finite Element Model of Transmission Line Tower. To
investigate the vibration control performance of VEDs for a
transmission line tower, a three-dimensional finite element
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Figure 2: Variations of β, α1, α2 with the stiffness ratio α for η� 1.4.
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Figure 3: Simplified model of the tower segment with the VED-
brace system.
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Figure 4: Variations of the stiffness ratio αa with respect to αd
under various αb.

αb=0.05
αb=0.1

αb=0.2
αb=0.3

0.2 0.4 0.6 0.8 1.00.0
αd

0.00

0.01

0.02

0.03

0.04

ξ a

Figure 5: Variations of the equivalent damping ratio ξa with re-
spect to αd under various αb.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Vibration Control of Transmission LIne Tower F. Das et al.128



model of a two-circuit transmission line tower shown in
Figure 7 is built in ANSYS software. .e transmission line
tower height is 103.6m, and two cross arms are symmet-
rically arranged at the heights of 57m, 78.2m, and 99.6m
above the ground..e end of the cross arm is 16.6m, 17.6m,
and 20.22m away from the center of the transmission tower,
respectively. .e main structure of the transmission line
tower is composed of steel pipes and connected with high-
strength bolts. .e cross section of the steel pipe is varied
with height of the transmission line tower. .e most im-
portant stressed components are the four tower columns,
and their cross-sectional area decreases from bottom to top.
.e main material parameters of members are as follows:
elastic modulus 206GPa, density 7850 kg/m3, and Poisson’s
ratio 0.3.

.e spatial beam element BEAM188 is used for each
member, without considering the coupling vibration of the
conductor, ground wire, and transmission tower. .e
transmission line tower without control consists of 527
nodes and 1406 elements in total. .e overall coordinate
system is divided into the horizontal X axis, the forward Y
axis, and the Z axis along with the tower height..e origin of
coordinates is at the midpoint of the bottom of the tower.
.e first three mode shapes of the transmission tower are
obtained by modal analysis, as illustrated in Figure 8. .e
first mode shape is the bending vibration mode perpen-
dicular to the conductor direction, the second mode shape is
the bending vibration mode along the conductor direction,
and the third mode shape is the torsional vibration mode
rotating around the centerline of the tower. Based on the
finite element model of the transmission tower, the modal
analysis of the transmission tower is carried out, and the
properties of the transmission line tower shown in Table 1
are further obtained.

3.2. @e Installation Position of VED. Figure 9 presents the
strain energy distribution in the transmission tower for the
first second mode. It can be seen from Figure 9(a) that the
first modal strain energy of the primary members is much

greater than that of the inclined bars and the cross arms, and
the first modal strain energy of the lower part of the tower
legs is also greater than that of the upper parts. As shown in
Figure 9(b), the distribution law of the second modal strain
energy in the transmission tower is consistent with that of
the first modal strain energy. .us, the VEDs should be
installed on the lower primary members with the largest
possible modal strain energy, which helps to efficiently
control the vibration of the transmission line tower for the
first two modes.

.e main tower columns with the same function are
recorded as a unit, and there are 72 main tower column units
numbered from bottom to top of the transmission line
tower. .e axial deformation of each main tower column for
the first mode is shown in Table 2. .e variations of the axial
deformation with the unit number are further illustrated in
Figure 10. Note that the large deformation occurs at the 1, 2,
3, 4, 21, 22, 23, 25, and 49 units of the transmission line
tower. To effectively control the bending and the axial de-
formation of the transmission line tower, the installation
positions of VEDs need to be taken into account in com-
bination with the data in Table 2 and Figure 10. .ere are
mainly two installation schemes: scheme 1 is to install VEDs
on the tower column unit with large axial deformation, and
scheme 2 is to install the same number VEDs with the same
parameters as scheme 1 on the tower column unit from the
bottom to top of the transmission line tower. 44 VEDs used
in installation scheme 1 are installed in parallel on the four
main tower columns of the transmission tower, and 44 VEDs
used in installation scheme 2 are installed on the tower
column unit from bottom to top of the transmission line
tower. Note that the unit numbers of VEDs corresponding to
installation scheme 1 and installation scheme 2 are shown in
Table 3.

3.3.@eOptimal Parameters of VED. .e outer diameters of
the circular steel pipes of the main tower columns of the
transmission tower vary from 109.5mm to 213mm, and the
wall thickness of the steel pipes varies from 6mm to 10mm.
K� EA/L is the axial stiffness of the tower column unit, A is
the area of steel pipe, and L is the unit length..e stiffness of
the tower column unit installed with VEDs is shown in
Table 4.

For the convenience of calculation and analysis, the ratio
of the stiffness between each brace and each tower column is
taken as 0.2, and the loss factor of the VED is taken as 1.4.
.en, the ratio of the equivalent energy storage stiffness of
the VED to brace stiffness λ can be calculated by equation
(16), and the additional modal damping ratio ξa of the
transmission line tower installed with VEDs can be further
gained. .e stiffness of the i th tower segment, the energy
storage stiffness of the i VED, and the energy dissipation
stiffness of the i VED are defined as

Kbi � αbiKfi, (17)

Kdi � λiKbi, (18)
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Figure 6: Variations of the peak damping ratio ξa,peak with respect
to αb and η.
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(a) (b) (c)

Figure 7: Finite element model of the transmission line tower: (a) X-Z plane; (b) Y-Z plane; (c) X-Y-Z space.

(a) (b) (c)

Figure 8: .e first three mode shapes of the transmission line tower: (a) the first mode; (b) the second mode; (c) the third mode.

Table 1: Properties of the transmission line tower.

Modal order Frequency f (Hz) Modal strain energy Ws (N·m) Generalized mass m (ton) Characteristics of vibration mode
1 0.832 341896 25.00 Transverse bending
2 0.849 337865 23.74 Vertical bending
3 1.411 193149 4.91 Torsion
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Figure 9: Strain energy distribution: (a) the first mode; (b) the second mode.

Table 2: Axial deformation of each main tower column for the first mode.

Unit number Unit length (m) Axial strain Axial deformation (mm)
1 6.08 0.000616955 3.75
2 6.08 0.000619991 3.77
3 6.08 0.000636258 3.87
4 6.11 0.000646764 3.95
5 5.04 0.000648939 3.27
21 5.61 0.000667406 3.75
22 4.53 0.000670219 3.04
23 4.48 0.000685088 3.07
24 3.63 0.000688744 2.50
25 5.07 0.000693175 3.52
41 5.00 0.000678386 3.40
42 4.40 0.000627275 2.76
49 4.20 0.000754969 3.17
50 4.20 0.000667704 2.81
57 4.20 0.000623425 2.62
58 4.20 0.000503736 2.12
65 4.40 0.000589224 2.60
66 3.40 0.000540314 1.84
73 3.40 0.000544409 1.85
74 3.40 0.000397533 1.36
75 3.40 0.000261701 0.89
76 3.40 0.000105639 0.36
77 4.00 5.09371E− 06 0.02
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Figure 10: Variations of the axial deformation with the unit number for the first mode.
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Kdi
′ � ηλiKbi, (19)

where abi denotes the ratio of the brace stiffness to the
tower column unit stiffness; Kfi denotes the axial stiffness
of the tower column; λi denotes the ratio of the energy
storage stiffness of the VED to the corresponding brace
stiffness.

Equations (17)–(19) require that the parameters of VEDs
in each tower section be different, which increases the
difficulty of manufacturing dampers. .us, the VEDs with
the same parameters are used in this paper. Furthermore, the
equivalent damping coefficient of the VED-brace system can
be defined as

Ca �
K′
ω

. (20)

3.4. Calculation Method of Supplemental Modal Damping
Ratio. .ere are mainly two methods used in calculating the
additional modal damping ratio of the transmission line
tower installed with VEDs: the modal strain energy method
and the complexmode calculationmethod..emodal strain
energy method is regarded as a simple method, which as-
sumes that the tower frequency and vibration mode show
less variation before and after installing VEDs. When the
modal strain energy method is adopted, the additional

Table 3: Installation scheme of VEDs.

Unit number of the main tower column Axial deformation of the tower
column (mm)

Installation
scheme 1

Installation
scheme 21# tower column 2# tower column 3# tower column 4# tower column

1 6 11 16 3.75 w/installed w/installed
2 7 12 17 3.77 w/installed w/installed
3 8 13 18 3.87 w/installed w/installed
4 9 14 19 3.95 w/installed w/installed
5 10 15 20 3.27 w/installed w/installed
21 26 31 36 3.75 w/installed w/installed
22 27 32 37 3.04 w/installed w/installed
23 28 33 38 3.07 w/installed w/installed
24 29 34 39 2.50 w/o installed w/installed
25 30 35 40 3.51 w/installed w/installed
41 43 45 47 3.40 w/installed w/installed
42 44 46 48 2.76 w/o installed w/o installed
49 51 53 55 3.18 w/installed w/o installed
50 52 54 56 2.81 w/o installed w/o installed
57 59 61 63 2.62 w/o installed w/o installed
58 60 62 64 2.12 w/o installed w/o installed
65 67 69 71 2.60 w/o installed w/o installed
66 68 70 72 1.84 w/o installed w/o installed
73 78 83 88 1.85 w/o installed w/o installed
74 79 84 89 1.36 w/o installed w/o installed
75 80 85 90 0.90 w/o installed w/o installed
76 81 86 91 0.40 w/o installed w/o installed
77 82 87 92 0.02 w/o installed w/o installed

Table 4: Stiffness of the main tower column unit installed with VEDs.

Unit number of the main tower column
Unit stiffness (N/m)

1# tower column 2# tower column 3# tower column 4# tower column
1 6 11 16 442038825
2 7 12 17 442038825
3 8 13 18 442038825
4 9 14 19 440236029
5 10 15 20 533066110
21 26 31 36 456295733
22 27 32 37 565187787
23 28 33 38 571298462
24 29 34 39 705064904
25 30 35 40 504937712
41 43 45 47 474209703
42 44 46 48 538877694
49 51 53 55 428210759

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Vibration Control of Transmission LIne Tower F. Das et al.132



ξa �
Ed

4πEs

�
πω

nd

i�1 Cdiui

4πEs

,

(21)

where Ed denotes the consumed energy by all VEDs in one
cycle; nd is the number of VEDs; ui is the elongation at both
ends of the VED; Es is the modal strain energy of the tower in
one vibration cycle. It can be seen from equation (21) that
the modal damping ratio can be calculated by the parameters
of the VED and modal parameters such as the vibration
mode and frequency of the transmission line tower.

When using the complex modal analysis method, it is
necessary to establish the finite element model of the tower-
VED-brace system. .e VED-brace system is regarded as a
mechanical model with equivalent stiffness and equivalent
damping, which is simulated with COMBIN14 element in
ANSYS software. A total of 44 COMBIN14 elements are
attached to both ends of the main tower column units of
the transmission line tower. In the establishment of the
COMBIN14 element, only one COMBIN14 element is
needed to be added to the transmission tower node with
VEDs, and the program automatically defaults that the
two elements are in parallel mode. Accordingly, it is very
convenient for establishing the finite element model of the
tower-VED-brace system. In addition, the modal damp-
ing ratio can be further obtained by the complex modal
analysis method. And the r th vibration circular frequency
and modal damping ratio of the transmission tower are
computed as

ωr � Im λr( ,

ξr �
−Re λr( 

Im λr( 
.

(22)

3.5. Influence of Installation Position and Parameters of VEDs
on the Additional Modal Damping Ratio. .e brace stiffness
is taken as 0.1 to 0.2 times the tower column unit stiffness,
and the loss factor η of the VED is taken as 1.4. .e ratio of
the equivalent energy storage stiffness of the VED to brace
stiffness λ is calculated as 0.531 by equation (16). Based on
the modal strain energy method and the complex modal
analysis method, the variations of the first additional modal
damping ratio ξ1 with αb provided by VEDs under two
installation schemes are presented in Figure 11. It can be
seen from Figure 11 that the first additional model damping
ratio ξ1 of provided by VEDs installed in accordance with
installation scheme 1 is greater than that provided by VEDs
installed in accordance with installation scheme 2. Hence,
since installation scheme 1 is superior to installation
scheme 2, installation scheme 1 will be used in the following
research.

.e brace stiffness Kb is taken as 0.2 times of the axial
stiffness of the tower column unit, and the loss factor η of the

VED is taken as 1.4. .e ratio of the equivalent energy
storage stiffness of the VED to brace stiffness λ is cal-
culated as 0.531 by equation (16), and the value of λ is
further varied from 0.491 to 0.631. Based on the modal
strain energy method and the complex modal analysis
method, the variations of the first additional modal
damping ratio ξ1 with λ are illustrated in Figure 12. It can
be found in Figure 12 that when the brace stiffness Kb is a
setting value, and the ratio of the equivalent storage of the
VED to the brace stiffness is taken as the calculated value
of equation (16), the first additional modal damping ratio
ξ1 of the transmission line tower obtained by the complex
modal analysis method reaches the maximum value. Note
that the first additional modal damping ratio ξ1 predicted
by the complex modal analysis method is greater than
that of the modal strain energy method, and the value of
the λ corresponding to the first maximum additional
modal damping ratio ξ1 calculated by the complex modal
analysis method is less than that of the first maximum
additional modal damping ratio ξ1 calculated by the
modal strain energy method. In addition, the first ad-
ditional modal damping ratio of the transmission line
tower can be improved by increasing the bracing stiffness
Kb.

.e variations of the second additional modal damping
ratio ξ2 with λ are further depicted in Figure 13. It is
noteworthy that the variation of the second additional modal
damping ratio ξ2 with λ is consistent with that of the first
additional modal damping ratio ξ1 with λ. It means that
lower-order vibration control of the transmission line tower
can be realized by controlling the first-order modal vibration
of the transmission tower. Hence, the influences of the ratio
of brace stiffness to tower column unit stiffness αb and the
loss factor η on the first additional modal damping ratio ξ2 of
the transmission line tower are emphatically investigated in
the following research.

.e loss factor η of the VED is taken as 1.4, and the ratio
of the equivalent energy storage stiffness of the VED to brace
stiffness λ is calculated by equation (16). Based on the modal
strain energy method and the complex modal analysis
method, the variations of the first additional modal damping
ratio ξ1 with the ratio of brace stiffness to tower column unit
stiffness αb are shown in Figure 14. As shown in Figure 14,
the first additional modal damping ratio ξ1 increases linearly
with the increase of the αb. In addition, the first additional
modal damping ratio ξ1 predicted by the complex modal
analysis method is also greater than that of the modal strain
energy method.

.e ratio of brace stiffness to tower column unit
stiffness αb is taken as 0.2, and the ratio of the equivalent
energy storage stiffness of the VED to brace stiffness λ is
calculated by equation (16). Based on the modal strain
energy method and the complex modal analysis method,
the variations of the first additional modal damping ratio
ξ1 with the loss factor η of the VED are shown in
Figure 15. Note that the first additional modal damping
ratio ξ1 increases linearly with the increase of the η.
Consistent with the result of Figure 14, the first additional
modal damping ratio ξ1 predicted by the complex modal

modal damping ratio of the transmission line tower pro-
vided by VEDs can be expressed as
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Figure 11: Variations of the first additional modal damping ratio ξ1 with αb under two installation schemes: (a) the modal strain energy
method; (b) the complex modal analysis method.
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Figure 12: Variations of the first additional modal damping ratio ξ1 with λ: (a) the modal strain energy method; (b) the complex modal
analysis method.
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Figure 13: Variations of the second additional modal damping ratio ξ2 with λ: (a) the modal strain energy method; (b) the complex modal
analysis method.
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Figure 14: Variations of the first additional modal damping ratio ξ1 with αb: (a) the modal strain energy method; (b) the complex modal
analysis method.
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Figure 15: Variations of the first additional modal damping ratio ξ1 with η: (a) the modal strain energy method; (b) the complex modal
analysis method.
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Figure 16: Time history response of the top displacement of the transmission line tower.
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analysis method is also greater than that of the modal
strain energy method.

4. Control Performance of VEDs for Wind-
Induced Excitations

.e wind load in the vertical direction is applied to the
transmission line tower without control and controlled by
VEDs, respectively. .e basic wind speed at 10mm elevation is
30m/s, and the site type is class B. .e wind speed corre-
sponding to each elevation is different, and the fluctuating wind
speed time history at each height of the transmission line tower
is simulated according to the harmonic synthesis method. In
ANSYS, the buffeting force-time history is input along themain
tower column of the transmission line tower, and the time
domain response of the buffeting displacement is calculated by
the time history integrationmethod..efirst two naturalmodal
damping ratios of the transmission line tower are 0.02. .e
transmission line tower is subjected to random vibration under
fluctuating wind load in the range of 0 s to 500 s.

Figure 16 illustrates the time history response of the dis-
placement of the 481 nodes on the top of the transmission line
tower along the wind direction without control and controlled
by VEDs. .e mean square value of the displacement on the
top of the transmission line tower control by VEDs is 0.0091m,
which is 18.9% lower than that of the transmission line tower
without control 0.1124m. .e power spectrum density of the
displacement response of the transmission line tower without
control and controlled by VEDs is shown in Figure 17.
Compared with the transmission line tower without control,
the transverse bending vibration energy of the transmission
line tower control by VEDs presents a significant decrease.

5. Conclusions

.is paper investigates the optimization of VEDs for vi-
bration control of a transmission line tower subjected to
wind excitations. .e mechanical model of the VED-brace

system was first established, and the maximum additional
modal damping ratio of the transmission line tower attached
with VEDswas calculated. Based on the finite elementmodel of
a two-circuit transmission line tower with VEDs, the influences
of installation positions and parameters of VEDs on the ad-
ditional modal damping ratio were clarified. In the end, the
control performance of VEDs on the transmission line tower
subjected to wind excitations was numerically demonstrated.
.e main conclusions are summarized as follows:

(1) .e stiffness of the steel brace connected to a VED
has a significant effect on the maximum additional
modal damping ratio of the VED-brace system pro-
vided for the transmission line tower and the optimal
parameters of the VED, which indicates that the
stiffness of the steel brace cannot be ignored for the
refined theoretical analysis and numerical simulation.

(2) .e installation positions of VEDs dramatically in-
fluence the additional modal damping ratio of the
transmission line tower. Studies indicate that the first
additional modal damping ratio provided by VEDs
installed in accordance with installation scheme 1 is
greater than that provided by the VED installed in
accordance with installation scheme 2. Hence, instal-
lation scheme 1 is superior to installation scheme 2.
Besides that, the first additional modal damping ratio
predicted by the complex modal analysis method is
greater than that of the modal strain energy method.

(3) .e increase of the brace stiffness and the loss factor
helps to improve the vibration control performance
of the transmission line tower with VEDs. .e
equivalent additional modal damping ratio provided
by VEDs is increased with the brace stiffness and the
loss factor, which presents a significant advantage in
carrying out the optimal design of VEDs for miti-
gating tower vibrations.

(4) .e VEDs present superior control performance on
the top displacement of the transmission line tower
as well as the transverse bending vibration energy.
.e mean square value of the displacement on the
top of the transmission line tower control by VEDs is
0.0091m, which is 18.9% lower than that of the
transmission line tower without control 0.1124m.
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Figure 17: Power spectrum density of the displacement response.
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1. Introduction

Debris flow is a solid-liquid two-phase mixed fluid con-
taining a large number of rubbles and sediments, showing
the movement characteristics of viscous laminar flow or
dilute turbulent flow. It is the result of the combined action
of topography, meteorology, hydrology, soil, and vegeta-
tion in the basin [1]. Debris flows are characterized by rapid
flow velocity, large flow velocity, sudden eruption, and
amazing destructive power. It is a special fluid-solid
coupling material formed by rainfall confluence. Limited
by a certain slope groove, it pours down to the accumu-
lation area at a significantly fast speed, which can cause
great damage to a variety of buildings along the way [2].

Debris flow disasters are extensively distributed around the
world, while China is a mountainous country and the
mountainous area accounts for approximately 69% of the
total land area. ,e Tianshan Mountains, Kunlun Moun-
tains, Himalayas, Qinling Mountains, Hengduan Moun-
tains, and Changbai Mountains in China are all high-risk
areas of debris flow. ,e total area of debris flow distri-
bution is 4.3 million km2, of which 1.3 million km2 is an
intense active area [3]. In China, there have been many
major debris flow disasters, among which, the most notable
one is the August 8 Zhouqu debris flow disaster in Gansu
Province, with the severe consequences of 1,481 deaths,
1,824 injuries, 284 missing persons, and nearly 20,000
people affected [3]. ,e data show that debris flow
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composed of particles and fluids has great kinetic energy
and impulsive force and can cause devastating damage to
the structure [4].

Debris flow study is relatively complex, and previous
studies are generally simplified into pure particle matter and
fluid. For example, Ashwood and Hungr [5] used quartz sand
and rubble for performing the physical simulation test to study
the impact of debris flow. Ng [6] et al. studied the impact
performance of dry sand and viscous fluid by the conducting
centrifugal test. However, some scholars have studied the
mixture of solid-liquid debris flow. Haas [7] et al. studied the
solid-liquid mixture composed of rubble, sand, clay, and water.
,e results proved that the performance of solid-liquidmixture
was significantly different from that of single-phase flow. ,e
interaction between solid particles and fluid of debris flow
would significantly change the movement characteristics and
impulsive force of debris flow. It is challenging to describe and
quantify the formation, movement, impact, and deposition
process of solid-liquid two-phase debris flowdue to solid-liquid
interaction, which has always been the difficulty of study.

In addition to the formation, movement, impact, and
deposition process of debris flow, the prevention and control
measures of debris flow have also dominated a vital role in the
protection of life and property [8–10]. As for the design of
debris flow retaining structure, the impact of debris flow should
be considered; otherwise, structural damage will be caused and
the safety of life and property downstream will be seriously
threatened [11–13]. ,e retaining structure can generally be
divided into rigid retaining structure and flexible retaining
structure [14], and the peak impulsive force of debris flow plays
a key role in the design of retaining dam. At present, it is
generally based on the fluid statics model, fluid dynamics
model, or hybrid model [15]. In particular, the fluid dynamics
model has been widely applied in engineering design due to the
reliability of data. However, because of the different conditions,
the value of empirical coefficient varies greatly among different
scholars, seriously affecting the accurate prediction of the peak
impulsive force of debris flow [16].

In recent years, the flexible retaining dam becomes in-
creasingly popular because of its simple installation, high
construction efficiency, good economy, and small impact on
the environment [17]. Compared with the rigid retaining
structure, the flexible retaining structure can generate large
deformation under the impact, resulting in a better energy
dissipation mechanism, thereby lowering the peak impulsive
force [18]. However, the dynamic coupling among the
particle-fluid flexible retaining structure is significantly
complex, which depends on the hydrodynamic mechanism,
the particle movement characteristics, and the deformation
and mechanical characteristics of the flexible retaining
structure, as well as the energy conversion and dissipation
between them. It remains a highly challenging topic. At
present, there is no reasonable theoretical basis for the
design of flexible retaining structure.,erefore, a limited test
and numerical simulation are carried out and the engi-
neering is only designed and constructed by experience.
Although the failure analysis of flexible retaining dam under
debris flow impact is rarely discussed, this is the key issue of
engineering design [19].

One of the main aspects of the study of the coupling
effects of debris flow and flexible support structure is the
numerical simulation method, which is mainly divided into
continuous environment calculation method, discrete en-
vironment method, and mixed environment method
[17, 20, 21]. ,e continuous environment calculation
method relies on the continuous distribution of mass and
deformation of the object under study. ,e equations de-
scribing the dynamic characteristics are established. ,ese
equations are discretized on the computational domain
based on grids or particles and solved by combining the
initial and boundary conditions [18, 22]. ,e main con-
tinuous medium calculation methods are the finite element
method and the smooth particle kinematics method, or in
other words, both debris flow and flexible retaining struc-
tures are simulated by the finite element method or the SPH
method. ,is method is more mature and has been verified
in theory and experiment. ,e discrete medium method in
the analysis of debris flow and flexible retaining structure is
mainly the discrete element method [19, 23]. Leonardi et al.
[24] employed the DEMmethod to study the coupling effect
of debris flow and flexible retaining structure and compared
with the experimental results. ,e results showed that the
DEM method could better reflect the interaction between
debris flow and flexible retaining structure and was close to
the experimental results, thus verifying the effectiveness of
numerical analysis method.

In order to make full use of the advantages of different
methods, the coupling numerical analysis method of debris
flow and retaining structure has become a research hotspot
in recent years. Leonardi et al. [25–27] used the LBM-DEM
method to address the effect of the debris flow on the
structure and adopted the coupling numerical analysis
method to conduct a series of analysis and numerical ver-
ification, proving the robustness of the method in various
cases. ,e debris flow impact of different flexible retaining
structures was carried out, and the failure mode of the
flexible retaining structure was explored. Li and Zhao
[28, 29] adopted the coupled CFD-FEM method to simulate
the debris flow, as well as the impact on rigid and flexible
retaining dams. ,e model revealed that the actual simu-
lation of the debris flow needs to consider the solid-liquid
interaction. In addition, the effect of erosion on the im-
pulsive force of debris flow was taken into account. ,e
results showed that the debris flow impulsive force was
significantly influenced by the slope and the solid-liquid
ratio. ,e impact law and failure mode of flexible retaining
dam are studied by employing the coupling numerical
analysis method. Liu et al. [30, 31], respectively, used SPH-
FEM and DEM-FEM to investigate the impact character-
istics of debris flow, large stone, and retaining dam as well as
the coupling effect of debris flow and flexible retaining
structure. ,e results showed that the coupling numerical
method could well reproduce the impact-climbing-silting
process of debris flow and the impact issue of flexible
retaining structure. Li et al. [32] used the SPH-DEMmethod
to study the dynamic performance and impact force of
debris flow on a rigid retaining structure. Although the
coupling numerical analysis method provides the basis and
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,e expression of force on particles is shown as follows:

fn � − knλ + cn]ij · nn nn

ft � − ktδ + ctsij · nt nt

⎫⎪⎬

⎪⎭
. (1)

Among which, λ and δ represent the overlapping dis-
tances of normal direction and tangential direction, re-
spectively, and kn and kt denote normal stiffness and
tangential stiffness, respectively.

,e resulting external force and the resulting external
moment on the particles are expressed as follows:

Fi � 
k

j�1 fnij + ftij 

Ti � 
k

j�1ri fsij · nt 

⎫⎪⎪⎬

⎪⎪⎭
. (2)

Among which, fs represents the friction between
particles.

An elastic material model is adopted for the interaction
force between particles, and the constitutive model of the
material is shown as follows:

σe � Eeεe. (3)

Among which, Ee represents the particle elastic model
and εe is the particle elastic strain.

2.2. SPH Control Equation. In this paper, SPH is used to
simulate the flow of debris in the liquid phase. ,e basic
concept of this method is to regard the fluid (or solid) as
continuous one and describe it by interacting particle
groups. Each particle point carries various physical pa-
rameters, including mass and velocity [37–40].

,e approximate function of particles is shown in the
following formula:

Πh
f(x) �  W(x − y)dy, (4)

where W is the kernel function.
Kernel function W can be obtained by function θ, and

their relation is shown in the following formula:

W(x, h) �
1

h(x)
d
θ(x), (5)

where d is the spatial dimension and h is the smooth length
that varies with time and space.

In this paper, the smooth kernel function is shown as
follows:

θ(u) � C ×

1 −
3
2
u
2

+
3
4
u
3
; /u/≤ 1,

1
4

(2 − u)3; 1≤ /u/≤ 2,

0; 2< /u/,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where C is a generalized constant depending on the spatial
dimension.

,e SPH method bases on the integral formula of
moving particles ((xi(t))), i ⊂ 1, 2, . . . , N{ }, among which
xi(t) is the spatial position vector of particle i, which moves
along the velocity field v.

Figure 1: Dynamic process of debris flow [3].

reference for the theory and method of this paper, there is no 
research and discussion on the mechanical properties and 
impulsive force of flexible r etaining s tructure. , e flow 
process of debris flow i s shown in Figure 1  [3].

In summary, there is no reasonable theoretical basis for 
the design of flexible retaining structure. Instead, the design 
and construction of the project only depend on experience, 
and no corresponding specification for the prevention and 
control of debris flow by flexible re taining dams ha s been 
formulated in various countries. ,ere are very few research 
studies on dynamic response analysis of flexible retaining 
structure impacted by debris flow. Currently, t he research 
only concentrates on the retaining structure affected by large 
rock, debris flow fluid, or debris flow fluid along with large 
rock. Only few numerical analysis methods are used to 
analyze the coupling effect o f d ebris fl ow an d flexible 
retaining structure. ,e SPH-DEM-FEM numerical analysis 
method is applied to investigate the dynamic response of a 
retaining structure impacted by debris flow here, providing a 
certain reference for debris flow p revention engineering 
practice.

2. Numerical Calculation Theory

LS-DYNA code is adopted for SPH-DEM-FEM numerical 
simulation, in which SPH is used to simulate liquid debris 
flow, DEM i s used t o s imulate solid particles, and FEM is 
used to simulate flexible retaining structure and debris flow 
channel. ,e SPH-DEM-FEM coupling analysis method is 
adopted to establish a complex dynamic interaction model 
of particle-fluid-structure, w hich c an t ruly s imulate the 
dynamic interaction between actual debris flow and flexible 
retaining structure. ,e r ealization p rinciple a nd control 
equations of numerical simulation are introduced in this 
chapter.

2.1. DEM  Control Equation. Debris flow particles in the solid 
phase are modelled by DEM. An elastic model is adopted for 
the contact between solid-phase debris flow particles 
[33–36].
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At this time, the approximation function of particle can
be expressed by the following formula:

Πh
f xi(  � 

N

j�1
wjf xi( W xi − xj, h , (7)

wherewj � (mj/ρj), and the gravity of the particle wj

changes in proportion to the divergence of the fluid.

2.3. SPH-DEM-FEM Coupling Control Equation. ,e DEM-
FEM coupling equation is used to describe the complex
dynamic interaction between solid-phase particles and a
flexible containment structure, which can be found in the
following equation [18, 41–43]:

mi€ui � mig + 
m

k�1
fn,ik + ft,ik  + 

l

j�1
fn,ij + ft,ij 

Ii
€θi � 

m

k�1
Tik + 

l

j�1
Tij

M €X + C _X + KX � fa + fb

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (8)

where fn,ij and ft,ij represent the normal and the tangential
contact force.

,e DEM-FEM coupling equation is shown as follows:

M €U + CU + K d � F + FC. (9)

,e SPH-DEM coupling control equation is used to
describe the complex dynamic interaction between the
particles in the solid phase of the debris flow and the fluid in
the liquid phase of the debris flow [18], as presented in the
following equation:

m
s
i

du
s
i

dt
� F

c
i + F

bs
i + m

f

i f
fs

i

I
s
i

dωs
i

dt
� M

c
i + M

fs
i + M

bs
i

du
f

i

dt
� − 

N

j�1
mj

pi

ρ2i
+

pj

ρ2j
+ Πij + Rijf

4
ij

⎛⎝ ⎞⎠∇iWij + f
sf
i + f

bf
i

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

(10)

where Fbs
i and Fbs

i are the force on each other and M
fs

i , Mbs
i ,

andMc
i denote the torque.

3. Calculation Model

,is paper selects Nanjiaogou as the prototype. ,e rugged
topography in the ditch is sharp, the gullies can be found
anywhere, and the slope of the main ditch formation area is
19°∼47°, which belong to a vast debris flow ditch. ,e de-
tailed geological information of Nanjiaogou can be found in
[32].

In order to study the impulsive force and dynamic re-
sponse of flexible retaining structure impacted by debris
flow, a complex dynamic interaction model of particle-fluid-

structure is established in the present study. Considering
that the debris flow impulse force and the dynamic response
of the flexible retaining structure are mainly studied in this
paper and the actual gully is basically in trapezoidal dis-
tribution, to facilitate the study, the debris flow gully is
simplified into trapezoidal one, and retaining and gover-
nance measures are performed on the main gully formation
area with the steep slope. Considering that the slope of the
main ditch formation area is 19°∼47°, the average slope of the
main gully formation area is confirmed at 30°. In this paper,
the impulsive force and dynamic response of flexible
retaining structure are analyzed, when the slope of gully is
15°, 20°, 30°, 40°, and 50°.

3.1. Geometric Model. ,e geometric model of the debris
flow is shown in Figure 2, and the geometric model of the
flexible retaining structure is presented in Figure 3. ,e
specific parameters of the geometric model are displayed in
Table 1. ,e parameters such as debris flow channel and
DEM particle density, elastic modulus, and Poisson’s ratio
are shown in the literature [32], and the specific mechanical
parameters of the flexible retaining net and support cable are
shown in the literature [24, 28, 29].

,e research object of this paper is mainly the impact
force and dynamic response of the flexible retaining
structure. ,en, according to the field survey, the channel is
roughly trapezoidal distribution and the bottom and the side
of the gully are then simplified into the trapezoidal section
according to the on-site situation. Furthermore, in view of
the fact that the slope of the main ditch formation area is
19°∼47°, the average value 30° is selected; debris flow is
composed of solid particles and fluids, which impacts the
flexible retaining structure under the action of gravity,
reproducing scenery of the impact, blocking by the flexible
retaining structure, climbing along the flexible retaining
structure, and water-rock separating in the process of
impacting by debris flow. And this paper studies the im-
pulsive force and dynamic response of flexible retaining
structure impacted by solid-liquid two-phase debris flow.

,e flexible retaining structure consists of flexible retaining
nets and support cables. ,e four support cables are numbered
as NO.1, NO.2, NO.3, and NO.4 from the bottom to top. ,e
distance between the support cables is 0.5m. ,e geometric
model of the flexible retaining structure is shown in Figure 3.
With a diameter of 20mm, the flexible retaining net is formed
by steel wires winding. ,e hexagonal side length of the
retaining net is 0.1m, which can smoothly discharge debris
flow and effectively prevent debris flow particles from flowing
out. ,e support cable is formed by a steel wire winding with a
diameter of 20mm, having an equivalent diameter of 0.1m.
,e flexible retaining net and the supports cable are fixedly
connected to bear the force in a better way. ,e specific
mechanical parameters of the flexible retaining net and support
cable are shown in the literature [24, 28, 29].

3.2. Constitutive Model of Materials. Because the channel
rock mass in this paper relatively remains stable, the debris
flow channel is simulated by rigid shell material. In this
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paper, the RIGID material model is adopted, with 6056 shell
elements in total. ,e parameters of debris flow channel
adopt the numerical simulation parameters in the literature
[19].

According to the field sampling test, the measured av-
erage density of solid particles in debris flow source is
2650 kg/m3. Based on the field survey and laboratory test, we
measured that the particle size range of provenance is
0.2∼0.4m. ,e size range of DEM particles set by us is
consistent with the field test results. ,e solid-liquid ratio of
debris flow exerts a great influence on the characteristics of
debris flow. In this paper, the ratio of solid to liquid is 1:1.
,is paper uses discrete element particle simulation.,e LS-
DYNA ELASTIC model is adopted for the material con-
stitutive, the LS-DYNA DE_BY_PART contact model is
adopted for the interaction between the particles, and the LS-
DYNA DE_SURFACE_COUPLING model is used for the
contact between the particles and the channel. In addition,
the LS-DYNA DE_TO_BEAM_COUPLING model is used
for the contact between particles and flexible retaining

structure, with a total of 2236 particles in the above-
mentioned models.

,e object of this paper is the low-speed moving dilute
debris flow, without considering the effect of viscous force
for the time being. ,e density of water is 1000 kg/m3, and
the friction force between fluids is 0.12. ,e value of friction
coefficient will be described in detail in Section 3.3. ,e SPH
model is used for analysis, and the constitutive model
employs the NULL material model, with the viscosity co-
efficient of 0.001. ,e constitutive model of water is involved
in this paper, while the constitutive model uses the EOS_-
MURNAGHAN model, and the constant of state equation
GAMMA is 7.0, with K0 of 150,000. To sum up, there are
totally 4351 particles in the model. ,e SPH_DE_COU-
PLING contact model is adopted for the interaction between
SPH particles and DEM particles, and the AUTOMA-
TIC_NODES_TO_SURFACE model is adopted for the
contact between SPH particles and channels.,e parameters
of fluids adopt the numerical simulation parameters in the
literature [19].

5m 10m

20m

10m

2.5m

30%

Flexible retaining net

SPH slurry

Debris flow gully

DEM particle

Support cable

Figure 2: Geometric model of debris flow.

5m

0.5m
NO.4

NO.3

NO.2

NO.1
Flexible retaining net

Support cable

9m

Figure 3: Geometric model of flexible retaining structure.

Table 1: Basic setting parameters of simulation.

Density
(kg/m3)

Elastic modulus
(GPa)

Poisson’s
ratio

Yield strength
(MPa)

Ultimate
strain Constitutive model

Channel 3000 30.0 0.24 — — RIGID
DEM particles 2650 30.0 0.30 — — ELASTIC
Flexible retaining
net 7850 177 0.30 1770 0.05 PLASTIC_KINEMATIC

Support cable 7850 177 0.30 1770 0.05 PLASTIC_KINEMATIC

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Study of Impulsive Force of Debris Flow... R. B. Rao et al.142



,e support cable of flexible retaining structure is
modelled by cable element, with the density of 7850 kg/m3

and yield strength of 1770MPa. Because the flexible
retaining structure bears the dynamic impact, the material
constitutive model adopts the PLASTIC_KINEMATIC
model, with the ultimate strain of 0.05. ,e flexible retaining
net is simulated by BEAM element, with the density of
7850 kg/m3 and yield strength of 1380MPa. Because the
flexible retaining structure bears the dynamic impact, the
constitutive model of the material adopts the PLAS-
TIC_KINEMATIC model. ,e specific mechanical param-
eters of flexible retaining nets and support cables can be
found in the literature [24, 28, 29].

3.3. Boundary Conditions. ,e channel and the flexible
retaining structure are firmly connected with the ground.
,e bottom and both sides of the debris channel are
completely fixed and capped. ,e flexible retaining net and
the supporting cable are connected with the ground through
the anchor cable. ,erefore, the flexible retaining net and
support cables are fully fixed in this paper.

,e coefficient of friction between debris flow solids is
typically 0.1–0.5 [16–18] by analyzing and comparing the
experimental and simulation results in a large amount of
relevant literature. According to similar studies, the trial-
and-error method is generally used to explore and compare
the numerical simulation results with actual cases. When the
peak velocity data of debris flow numerical simulation are
close to the experimental or actual data, the parameters are
regarded to be more accurate. After adopting the trial-and-
error method and reviewing similar literature, it can be
found that the simulated results are close to the actual re-
sults, when the coefficient of friction between the debris flow
solids and the channel and the retaining wall is 0.3 and the
coefficient of friction between the debris flow fluid and the
channel and the flexible retaining structure is 0.12.

We use the dynamic explicit method of LS-DYNA code
for performing the analysis. ,e analysis step time is 10 s.
,e debris flow begins to slide with an initial velocity of 0m/
s2.,e gravitational acceleration of both the debris flow fluid
and the debris flow solid particles is 9.8m/s2. Totally, the
calculation gets 1974743 incremental steps. ,e CPU time is
22 h 3min 43 s.

4. Establishment of Calculation Model

4.1. Impacting Process. ,e impact, retaining, water-rock
separation, and deposition process of flexible retaining
structure impacted by debris flow are shown in Figure 4.
When t� 0.9 s, the debris flow starts to move, and at this
time, “dragon head, dragon body, and dragon tail” have
basically taken shape. Debris flow fluid and solid particles
yield complex dynamic coupling interaction. When t� 2.3 s,
the solid-liquid two-phase debris flow reaches the bottom of
the flexible retaining structure. At this moment, the maxi-
mum velocity of debris flow reaches 10.52m/s, and the
particle-fluid-structure joint is forced to produce complex
dynamic interaction and impact the flexible retaining

structure. Meanwhile, the “dragon head” of debris flow
impacts the flexible retaining structure, climbing high and
separating water-rock, and the solid particles remain at the
bottom of the retaining structure under the action of
retaining structure. At the same time, most of the fluid is
discharged from the retaining structure. When t� 3.5 s, the
“dragon body” impacts the flexible retaining structure. Most
of the debris flow solid particles are retained at the bottom,
and the fluid is discharged. ,e debris flow will continue to
impact the flexible retaining structure. At this time, because
of the climbing effect, the bottom of the flexible retaining
structure produces a dead load due to particle deposition,
while the top part is still impacted by the dynamic impact of
the debris flow. ,e SPH method can greatly deal with the
splash and diffusion of fluid particles and participate in
complex dynamic interaction with flexible retaining struc-
ture and debris flow particles. ,e numerical simulation well
reflects the complex dynamic interaction of particle-fluid-
structure. When t� 5.2 s, the debris flow silts back and the
particles finally deposit at the bottom of the retaining dam to
produce a dead load. ,e fluid is slowly discharged.

4.2. Climbing and Silting Process. ,e climbing and silting
process of the flexible retaining structure impacted by debris
flow is illustrated in Figure 5. When t� 2.5 s, debris flow
particles reach the bottom of the flexible retaining structure
and start to impact the debris flow retaining dam and climb
high. At this time, the water-rock separation has already
taken shape and the fluid is discharged through the retaining
structure. ,e flexible retaining structure is deformed. Be-
sides, the most deformed parts are the middle and bottom of
the flexible retaining structure. When t� 3.0 s, debris flow
particles continue to climb high and some even silt back in
certain part. At this time, it can be observed that particle-
fluid-structure shapes complex dynamic interaction, and the
current climbing height is 1.3m. When t� 3.5 s, the “dragon
body” impacts the retaining dam, and the debris flow
particles climb to the highest level, with obvious back silting
and particle splashing. ,e climbing height is as high as
2.1m. When t� 5.2 s, the debris flow silts back, finally
producing a dead load at the bottom of the retaining dam. At
this moment, the height of silting is the height of the
retaining structure.

4.3. Analysis of Displacement Change of Flexible Retaining
Structure over Time. ,e displacement change over time in
the middle position of four support cables (NO.1, NO.2,
NO.3, and NO.4) of flexible retaining structure under dif-
ferent slopes is monitored in Figure 6. ,e results reveal that
when the slope is 50 degrees and t� 3 s, the displacement of
the middle position of NO.4 support cable of flexible
retaining structure reaches the maximum, and the maxi-
mum value is 0.265m. ,en, it decreases rapidly to 0.160m
after reaching the peak value. When the slope is 15 degrees,
20 degrees, 30 degrees, and 40 degrees, the peak displace-
ment value of the middle position of the support cable of the
flexible retaining structure is 0.0283m, 0.071m, 0.164m, and
0.221m, respectively. Subsequently, all decrease to dead
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displacement, which are 0.0146m, 0.055m, 0.122m, and
0.170m, respectively. When the slope is 15°, 20°, 30°, 40°, and
50°, the difference between the maximum peak displacement
and static displacement of the flexible barrier structure is
0.0137m, 0.016m, 0.042m, 0.051m, and 0.105m, respec-
tively. Moreover, the simulation results are identical to the
numerical simulation and test results performed by Leonardi
et al. [24–27], showing that the above method is suitable for
simulating the flexible retaining structure impacted by de-
bris flow.

4.4. Analysis of Impulsive Force Change over Time. ,e im-
pulsive force change of flexible retaining structures with
different slopes (15°, 20°, 30°, 40°, and 50°) over time is dis-
played in Figure 7. It can be observed from the figure that
when the slope is 50 degrees and t� 2.9 s, the impulsive force
of the debris flow on the retaining dam reaches its peak value,

which is 6089 kN, and then decreases rapidly to 3832 kN.
When the slope is 15°, 20°, 30°, and 40°, the peak values of
impulsive force of the retaining dam are 987 kN, 1983 kN,
3690 kN, and 4625 kN, respectively, and subsequently all
decrease to dead loads.With the increase of the slope, the start
time of the debris flow impact force is 3.4 s, 3.2 s, 3 s, 2.5 s, and
2 s, respectively. In addition, the peak time of the debris flow
impact force is 4.9 s, 4.7 s, 3.9 s, 3.2 s, and 2.9 s, respectively.

We compare the numerical calculation results according
to the semiempirical formula of impulsive force peak value
of the debris flow based on hydrodynamic theory proposed
by Kwan [44]:

Fmax � κρv
2
h0w sin β, (11)

where κ � aFrb is the dynamic pressure coefficient, ρ rep-
resents the density, v is the impulsive velocity, w is the width,
and h0 is the height of debris flow.

Resultant Velocity
5.262e+00
4.736e+00
4.210e+00
3.683e+00
3.157e+00
2.631e+00
2.105e+00
1.579e+00
1.052e+00
5.262e-01
0.000e+00

(a)

Resultant Velocity
1.052e+01
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5.260e+00
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3.156e+00
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(b)
Resultant Velocity
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(d)

Figure 4: Process of flexible retaining structure impacted by debris flow. (a) t� 0.9 s. (b) t� 2.3 s. (c) t� 3.5 s. (d) t� 5.2 s.

Resultant Velocity
1.051e+01
9.459e+00
8.408e+00
7.357e+00
6.306e+00
5.255e+00
4.204e+00
3.153e+00
2.102e+00
1.051e+00
0.000e+00

(a)

Resultant Velocity
1.023e+01
9.207e+00
8.184e+00
7.161e+00
6.138e+00
5.115e+00
4.092e+00
3.069e+00
2.046e+00
1.023e+00
0.000e+00

(b)
Resultant Velocity

9.943e+00
8.949e+00
7.954e+00
6.960e+00
5.966e+00
4.971e+00
3.977e+00
2.983e+00
1.989e+00
9.943e-01
0.000e+00

(c)

Resultant Velocity
6.842e+00
6.158e+00
5.474e+00
4.789e+00
4.105e+00
3.421e+00
2.737e+00
2.053e+00
1.368e+00
6.842e-01
0.000e+00

(d)

Figure 5: Climbing and silting process of debris flow. (a) t� 2.5 s. (b) t� 3.0 s. (c) t� 3.5 s. (d) t� 5.2 s.
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,e calculation results are obtained from the numerical
calculation method in this paper, and the existing empirical
formulas are shown in Table 2. ,e calculation error ranges
from 12.1% to 27.4%. Comparing the numerical calculation
method adopted in the present study with the empirical values,
the impulsive force results of the two methods are relatively
close. However, the empirical methods do not consider the
water-rock separation and the complex dynamic interaction of
particle-fluid-structure. ,erefore, the numerical analysis
method is more reasonable than the empirical methods.

4.5. Maximum Deformation of Flexible Retaining Structure.
,e maximum deformation of flexible retaining structure
with different slopes (15°, 20°, 30°, 40°, and 50°) can be found
in Figure 8. ,e maximum deformation of flexible retaining
structure is positively associated with the channel slope, and
the maximum deformation position is located in the middle
of flexible retaining structure, which is consistent with the
observed results in practice. When the slope is 15°, 20°, 30°,
40°, and 50°, the maximum peak displacement values in the
middle of the flexible retaining structure are 0.0283m,
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Figure 6: Analysis of the displacement change on the monitoring point of the flexible barrier structure over time. (a) 15 degrees. (b) 20
degrees. (c) 30 degrees. (d) 40 degrees. (e) 50 degrees.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Study of Impulsive Force of Debris Flow... R. B. Rao et al.145



0.071m, 0.164m, 0.221m, and 0.265m, respectively. Clearly,
it can be seen that the support cable can restrain the flexible
retaining net from deformation. Because the flexible
retaining net and the supporting cables are fixed to each
other, the deformation of the two is consistent with each
other. In addition, the deformation of the flexible retaining
net between the supporting cables is bigger than the de-
formation of the supporting cable, showing a convex shape.

5. Discussion

According to the results, the SPH-DEM-FEM coupling
numerical analysis method vividly simulates the complex
dynamic interaction of particle-fluid-structure, reproducing
the impact, retaining, water-stone separation, climbing,
silting, and deposition process of debris flow. ,e SPH
method can greatly handle the splashing and diffusion of
fluid particles and participate in complex dynamic inter-
action with flexible retaining structure and debris flow

particles. ,e water-stone separation phenomenon can well
reproduce the real debris flow blocking process, which is
difficult to be reflected by other numerical analysis methods,
which can also build up a good foundation for better
evaluating the accuracy of debris flow impact assessment of
flexible retaining structure. ,e displacement change of
flexible retaining structure over time is analyzed here.
Moreover, the simulation results and laws are consistent
with the existing research results.

,e analysis of impulsive force change over time is
carried out. Although the analysis results are similar to the
existing empirical formula, the empirical formula does not
consider the water-rock separation and the complex dy-
namic interaction between particle-fluid-structure, and the
error between the numerical simulation results and the
empirical formula ranges from 12.1% to 27.4%. ,erefore,
the numerical analysis method is more reasonable than the
empirical method. ,e peak impulsive force of debris flow is
positively correlated with the slope of the channel, and the
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Figure 7: Analysis of impulsive force change of flexible retaining structure over time.

Table 2: Comparison of maximum impact force.

15° 20° 30° 40° 50°

Kwan empirical value (kN) 1359 2532 4516 5409 6927
Method adopted in this paper (kN) 987 1983 3690 4625 6089
Error (%) 27.4 21.7 18.3 14.5 12.1

Resultant Displacement
2.650e-01
2.385e-01
2.120e-01
1.855e-01
1.590e-01
1.325e-01
1.060e-01
7.950e-02
5.300e-02
2.650e-02
0.000e+00

Figure 8: Maximum deformation of flexible retaining structure.
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larger the slope is, the greater the peak impulsive force of
debris flow is. ,en, the impulsive force of debris flow is
decreased to a dead load, with enormous decrease in am-
plitude.When the slope is small, the peak impulsive forces of
debris flow are close to a dead load. ,e impulsive force of
debris flow will decrease slowly in the later stage, which is
caused by the fluid removal from the flexible retaining
structure due to the water-rock separation. It cannot be
presented by employing the empirical formula method and
traditional numerical analysis method. ,e results of the
coupled numerical analysis method are more convincing
than the empirical formula method.

,e maximum deformation of flexible retaining struc-
ture is analyzed, and the deformation is positively associated
with the slope of the channel. ,is is because when the slope
of the channel is sharp, the gravitational potential energy of
debris flow is relatively large, and once the debris flow takes
shape, the kinetic energy and impulsive force produced by
debris flow will be far greater than when the slope is small. Li
et al. [32] explore the impulsive force and dynamic per-
formance of rigid retaining structure impacted by debris
flow by adopting the SPH-DEM-FEM method. By com-
paring impulsive force and dynamic performance of flexible
retaining structure impacted by solid-liquid two-phase de-
bris flow discussed in this paper, the dynamic performance
and impact characteristics of flexible retaining structure and
rigid retaining structure are quite different. Because of the
water-rock separation and the remarkable ability to absorb
energy, the impulsive force of the flexible retaining structure
is much smaller than that of the rigid retaining structure.
,is also indicates that the traditional impulsive force for-
mula of debris flow is not applicable to the flexible retaining
structure, which is also the research significance of the
present study. ,e results show that the mechanical per-
formance of flexible retaining structure is more reasonable
than that of rigid retaining structure.

Since the rigidity of the flexible retaining structure is
much smaller than that of the rigid retaining structure, the
dynamic characteristics between them are significantly
different. ,e displacement change over time between the
flexible retaining structure and rigid retaining structure is
different by two orders of magnitude. ,e recovery ability
after deformation of the flexible retaining structure is far less
than that of the rigid retaining structure, requiring us to
accordingly monitor the deformation of the flexible
retaining structure in order to prevent dam collapse from
bringing devastation to the downstream. ,e maximum
deformation position is located in the middle of the flexible
retaining structure, which gradually decreases to both sides.
,e support cable plays an obvious role in restraining the
flexible retaining net and acts as a major carrier in bearing
and transmitting force. ,e results of numerical simulation
are compared with the deformation of real flexible retaining
structure, showing good consistence.

In this article, the terrain conditions are simplified,
considering neither the impact of the unevenness of the
movement path on the motion characteristics of the debris
flow and the dynamic characteristics of the flexible retaining
structure nor the impact of the loose accumulation layer on

the movement path on the impulsive force of the debris flow
and the dynamic characteristics of the flexible retaining
structure. All the abovementioned problems are the research
difficulties and can be further studied in future research.

6. Conclusion

(1) Based on the coupling numerical method, this article
considers the complex dynamic interaction of par-
ticle-fluid-structure, reproducing the whole process
of flexible retaining structure impacted by debris
flow, such as impact, retaining, water-rock separa-
tion, climbing, siltation, and deposition.

(2) We compare the dynamic response analysis of
flexible retaining structure impacted by debris flow
under different slopes, monitoring the displacement
change of the middle position of four support cables
(NO.1, NO.2, NO.3, and NO.4) of flexible retaining
structure over time. It can be found that the simu-
lation results and laws are consistent with the
existing research results.

(3) We compare the change law of the impulsive force of
debris flow under different slopes. However, the
empirical formula does not consider the water-rock
separation and the complex dynamic interaction of
particle-fluid-structure, and thus, the error of em-
pirical formula results and the numerical simulation
results ranges from 12.1% to 27.4%. As a result, the
numerical analysis method is more reasonable than
the empirical method.

(4) We analyze themaximum deformation of the flexible
retaining structure, concluding that the deformation
is positively associated with the slope of the channel.
,e maximum deformation is located in the middle
of the flexible retaining structure, and the support
cable can obviously restrain the flexible retaining net.
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ABSTRACT

Emergency traffic management necessitates a study of evacuation behavior in the event of a disaster. Because decision-making is 
not solely based on observable variables, this study attempts to examine the evacuation choice behavior pattern in the aftermath 
of an earthquake disaster by taking into account both physical and behavioral aspects. Confirmatory factor analysis (CFA) of the 
short form of the NEO-Five-Factor Inventory measures personality variables as behavioral latent factors (NEO-FFI). In Qazvin, 
Iran, a revealed preference survey with over 700 samples was conducted based on real-life earthquake experience, and the stated 
preference survey was undertaken for six selected scenarios with varying earthquake severities and times. Three types of discrete 
choice models (traditional binary logic model (TBLM), hybrid binary logic model (HBLM), and random parameters/mixed 
binary logic model (MBLM)) are used to study evacuation behavior. To begin, TBLM is expected to investigate the impact of 
observable variables on people's responses to seismic disasters. The model's correct prediction percentage increased after adding 
personality traits to the modeling structure and constructing HBLM. MBLM also takes into account heterogeneous population 
mixtures in terms of wealth, family size, and five personality traits in this study.The MBLM records the respondent's varied 
responses. The Log Likelihood function and pseudo square (2) of the model were improved by using these variables as random 
factors.

1. Introduction

An earthquake can be a catastrophic incident that kills
thousands of people due to the lack of preparedness for
confronting to it. Iran is always in danger of earthquake
disasters due to its seismic belt. Iran’s earthquake-related
mortality rate is about 6% of the world compared to its
population, which is only 1% of the world [1]. In countries
such as Iran, the experiences of natural hazards indicate that
management before an earthquake is very important. *e
importance of evacuation studies in the aftermath of a disaster
is recognized by researchers of natural hazards [2, 3]. *e
prediction of the evacuation choice in the aftermath of an
earthquake is challenging due to the uncertainties on the level
of damage and decisions by individuals. Decisions are

influenced by the behavior of households and should be
formulated probabilistically [4]. Modeling the evacuation
choice behavior is challenging and the complexity of be-
havioral factors identification adds dimensionality to the
problem of evacuation planning. Ignoring this component in
evacuation planning may lead to inaccurate estimation of the
demand for evacuation [2]. After the earthquake, abnormal
traffic demand for unspecified purposes will lead to major
traffic problems throughout the transportation network [5].
Post-earthquake travel demand could be substantially altered
because of travellers’ reaction to earthquake risk perception
[6]. Human behavior is difficult to predict at all times and
even more during emergencies, which are stressful and
chaotic events. In this regard, it is necessary to study the
behavior of people in the transport network in the event of an
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earthquake disaster in order to predict the expected situation.
*e question of how people act during an earthquake is
complex and the answers are inconclusive [7]. Currently,
there is no unified recommendation regarding appropriate
behavior when an earthquake occurred [8]. It has been noted
that an individual’s affective reaction to an environmental
change can impact their behavioral intention. In order to
predict the post-earthquake transport network situations, it is
first necessary to examine how people behave in earthquake-
prone situations. *erefore, it is important to understand
what behavioral factors can influence people’s decision to
evacuate after an earthquake. Several researches have studied
people’s response to natural hazards [9–11] but few of them
considered the effect of personality traits on responses to
potential disasters. *e main objective of this research is to
study the effect of personality traits on evacuation choice in
response to an earthquake disaster in different severities and
times of earthquake. *e required information in this study
was collected through a revealed preference survey about
earthquake that occurred on December 20, 2017 and a stated
preference survey designed for earthquake scenarios at dif-
ferent times and severities. As the effect of personality traits
on people’s response to an earthquake is not considered in
previous studies, in this research effects of personality traits as
latent variables on evacuation behavior have been investi-
gated. For this reason, first TBLM with observed variables is
estimated. *en, to identify the effect of personality traits on
evacuation choice behavior in response to earthquake di-
saster, HBLM with observed and latent variables are esti-
mated. Finally, as income, family size, and five factors of
personality traits are random variables and these random
characteristics become more obvious during an earthquake
because of an unexpected situation, theMBLM is estimated to
capture the heterogeneous responses of respondents. *e
information obtained from this study can be used in post-
crisis planning.

2. Literature Review

Many researchers surveyed the factors affecting decision-
making of individuals on the occurrence of disasters and
provided different behavioral models in this regard. In this
section, in order to identify the factors that influence the
action choice in response to disasters, a comprehensive
review of previous studies is done.

Whitehead et al. investigated evacuation behavior in the
occurrence of hurricanes. *ey indicate that socioeconomic
characteristics affect how people respond to disaster by esti-
mating logit model [9]. Horikiri and Odani investigated the
behavior of the individuals after an earthquake. In their re-
search, the number of family members was identified as
influencing factors in evacuation behavior [10]. In the study of
Bateman and Edwards, results show that women are more
likely to evacuate thanmen because they feelmore at risk or feel
more responsible to protect children [11]. In a research by
Walton and Lamb, travel behavior after the earthquake was
studied using designated stated preference (SP) scenarios. *e
results of this research indicate that factors such as trip des-
tination, estimated distance, and trip mode are factors affecting

trip choice behavior [12]. Soĺıs et al. determined the individuals’
choice behavior in the event of a Hurricane using probit
modeling [13]. Eiser et al. proposed a general framework to
assess the response to natural disasters. In their opinion, the
perceived risk of disasters that affects the response of an in-
dividual depends on factors such as following previous ex-
periences, values, individual feelings, cultural beliefs, and social
variables [14]. Yun and Hamada investigated evacuation be-
havior during the 2011 Tohoku-Oki Earthquake. Results in-
dicate evacuation starting time, age, and occupation had the
greatest influence on evacuation [15]. In the study by Yang et al.
the factors affecting evacuation behavior was investigated. In
this research, structural equation models were used to estimate
the choice behavior of individuals. It was found that age and
education levels affect the evacuation decision [16]. Shapira
et al. investigated the anticipated behavior patterns of residents
in a high seismic risk area in Israel in the face of an earthquake
scenario. Level of earthquake preparedness and dwelling type
are significant predictors of behavioral strategy choice [7]. In
the study of Sugiura et al., psychological processes and per-
sonality factors for an appropriate tsunami evacuation are
investigated by logistic regression analyses. In this study, NEO-
FFI inventory is used to analyse the effects of relevant per-
sonality traits on voluntary tsunami evacuation behavior.
Results indicate that extraversion and openness factors had
significant positive contributions, while neuroticism had a
negative contribution to voluntary tsunami evacuation [17].
Mohajeri and Mirbaha studied decision-making in response to
earthquake disaster including evacuation and destination
choice behavior to analyse the pattern of choice behavior in
transportation network in emergency situations. *e results of
their study indicate that religious belief decreases the likelihood
of evacuation, while following previous experiences, trusting
acquired trainings, and following decisions made by others
increase the likelihood of evacuation [18]. Table 1 presents the
summary of selected literature on choice behavior in disasters.

After reviewing previous researches, it can be concluded
that the complexity of the individual’s behavioral response to
the disaster originates from the complexity of factors af-
fecting hazard cognitions and motivates protective behavior.
As behavioral choice is crucial in the study of responses to
potential disasters, investigating the results of researches on
factors affecting response to disaster indicates that the role of
behavioral characteristics including personality traits in
response to unpredictable disasters such as earthquake is
neglected in previous studies. *erefore, in this study, the
role of personality traits is investigated in response to
earthquake disaster by HBLM. Finally, as the literature re-
view shows that the effect of taste variation in evacuation
choice with a focus on personality traits as latent variables is
not taken into account in previous studies, this research
identified the taste variation of latent variables by proposing
a random coefficient model.

3. Methodology

Individuals’ decision-making and response to disaster are
considered in four stages [19] (as shown in Figure 1), in-
cluding (a) the evacuation choice in response to earthquake
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disaster, (b) mode choice (in case of evacuation), (c)
destination choice, and (d) route choice. In this study, the
issue to be analysed is decision-making in stage one: *e
evacuation choice in response to earthquake disaster.

In order to analyse and predict the condition of urban
road network after earthquake, it is first necessary to ex-
amine how individuals behave during an earthquake di-
saster. For this purpose, the revealed preference survey was
used for the earthquake that occurred on December 20, 2017.
*e earthquake occurred on December 20, 2017, with se-
verity of 5.2 Richter’s magnitude scale at 23 : 27′ of Tehran.
*e focal of this earthquake is reported to be in Malard and
its depth was 15 km. *is earthquake was also felt in the
Qazvin province. In addition, stated preference survey was
used for the designated scenarios for the earthquake oc-
currence in the desired time and severity. Factors affecting
the choice behavior under 6 earthquake scenarios (including
earthquakes with minor, moderate, and severe severity, and
in two time periods of day and night) are studied. In this
study, the required data are collected using the designated
questionnaire. *e data consist of two parts: (1) Observed
data including socioeconomic variables and daily trip
characteristics, (2) 60-item NEO Five-Factor Inventory
(NEO-FFI) data. First, the TBLM using observed variables is
estimated and then using the data collected from NEO-FFI,
the CFA is estimated in order to find the factor loading
coefficients of the latent variables indicators. *en, in order
to identify the effect of latent variables (personality traits) on

evacuation choice behavior in response to earthquake di-
saster, HBLM using observed variables and personality traits
are estimated. Finally, to capture the taste variation of in-
dividuals, MBLM is estimated and the results of the fit model
indices of these models are compared to identify better
models. *e research structure is presented in Figure 2.

3.1. Case Study. Qazvin is located in the west of Iran with a
population of 400,000 and area around and 64.13 km2. *is
city is important due to the presence of powerful seismic
faults and active seismic history and the occurrence of
earthquakes in the recent years [1]. Figure 3 shows the road
network of Qazvin city and the grey area on the map is the
worn-out texture of the city.

*e data necessary for the seismic hazard analysis were
obtained from surveying the type, location, and character-
istics of seismic sources, especially faults [21]. Figure 4 in-
dicates the area surveyed for assessing the seismicity
comprised a circle with a radius of 150 Kilometers from the
city.

In the research of Comijany et al., deterministic Seismic
Hazard Analysis (DSHA) is performed to find the worst
possible scenario among all the possible seismic sources
related to the studied area. *e Maximum Credible Design
Level (MCL) Contour Map of Qazvin is shown in Figure 5.
*is level is defined as the strongest ground motion that can
reasonably be expected at any structures from a nearby

Table 1: Summary of selected literature on choice behavior in disasters.

Study (year) Data collection
method Method of analysis *e most important factor affecting choice behavior in disasters

Whitehead (2000) RP Logit model Socioeconomic characteristics including income, education,
gender

Horikiri and Odani
(2000) RP Descriptive analysis *e extent of house destruction, the distance to the earthquake

location, number of family members
Bateman and
Edwards (2002) RP Logit model Gender, confronting the risk, perception of danger

Walton and Lamb
(2009) SP Descriptive analysis Trip destination, estimated distance, trip mode, and motivation

Soĺıs et al. (2010) RP Probit model Having children, having experience of hurricane, home
ownership

Richard Eiser et al.
(2012) - Review study Following previous experiences, values, individual feelings,

cultural beliefs, and social variables

Yi-Yun et al. (2015) RP Logit model Evacuation starting time, evacuation location conditions, age,
occupation

Yang et al. (2016) RP Structural equation model Age, education levels, distance to the shore

Shapira et al. (2018) SP Multivariate logistic
regression

Socioeconomic status, levels of earthquake preparedness, and
dwelling type

Sugiura et al. (2019) RP Logistic regression analyses Psychological processes and personality factors
Mohajeri and
Mirbaha (2021) SP Binary logit Model,

Multinomial Logit Model
Religious belief, following previous experiences, trust in acquired

trainings, and following decisions made by others
RP refers to Revealed Preference method, SP refers to Stated Preference method.

Evacuation choice Mode choice
Destination 

choice
Route 
choice

Figure 1: Decision-making stages in responding to earthquake disasters [19].
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seismic source or on the basis of the seismic history and
tectonics of the region [21]. Based on the population density
map of Qazvin and data gathered through population census
and Qazvin Comprehensive Plan (Figure 6), as the north
section of Qazvin city with stronger ground motion has low
density of population, devastating impact of earthquakes in
all areas of the city is assumed to be the same.

3.2. Data Collection and Questionnaire Designation. A
questionnaire is designed to study the factors affecting the
choice behavior of the Qazvin city residents in response to
earthquake disaster. *e designated questionnaire consists
of 4 sections:

In Section 1, the socioeconomic characteristics of in-
dividuals are surveyed.

In Section 2, the details of individuals’ daily trips are
surveyed.

In Section 3, the RP data are used as one of the scenarios
of the questionnaire. In this research, RP data are used to
increase the validity of the collected data, so we needed
individuals that have experience about RP scenario. *e RP
and SP scenarios are presented in one questionnaire and
asked simultaneously from the same people. As the majority
of Qazvin residents have experience of the earthquake on
December 20, 2017, sampling was performed randomly from
residents in different regions of Qazvin city and if the person
did not experience the earthquake at December 20, 2017
exceptionally, this person was omitted from data base. As
having previous experience of earthquake can affect deci-
sion-making in response to earthquake disaster, both RP and
SP data focused on persons having experience of earthquake
on December 20, 2017. In this condition, all respondents are
in the same situation for answering the questionnaire.

In Section 4, the designated scenarios are presented. In
order to simplify the presentation of scenarios and according to
the earthquake background inQazvin city [21], three categories
of minor, moderate, and severe earthquake severities are
considered in designing the scenarios. Each individual stated

his/her evacuation choice in response to each severity of the
earthquake and each time of earthquake occurrence. Table 2
shows the designated scenarios in the questionnaires in terms
of time and the severity of the earthquake.

In Section 5, in order to investigate the psychological
factors, personality traits of individuals are considered as
qualitative and latent variables.*ese variables are measured
with confirmatory factor analysis. To this end, the abbre-
viated form of the 60-item NEO-FFI personality question-
naire has been used.*e NEO–FFI is a personality inventory
that examines a person’s Big Five personality traits (neu-
roticism, extraversion, openness to experience, agreeable-
ness, and conscientiousness). *e review of the literature
focuses on behavioral factors that affect risk perception and
evacuation decisions indicates that in the event of natural
hazards, NEO-FFI inventory is a reliable tool for repre-
senting the psychological factors [17]. It is used to measure
personality traits on a 5-point Likert-type scale where 1
means strongly disagree and 5 means strongly agree. Re-
spondents answer 60 statements (12 items per domain). *e
higher the score on a particular scale, the stronger the in-
tensification of the feature. Neo-FFI questionnaire has good
internal consistency, with Cronbach’s alpha ranging from
0.68 to 0.86 for five different personality traits which have
been observed in previous studies. And, after decades of use,
this personality questionnaire has been identified as having
validity, reliability, and usability across different cultures
[22]. *e general structure of the indicators for estimating
any latent psychology variable is given in Table 3.

Since it is not possible to investigate the whole society
because of time and budget constraints, statistical sample
should be analysed. Inadequate numbers of statistical
samples cause unreliable results.*e Cochran formula is one
of the most common methods for calculating sample size
[23]. For 381598 statistical population of the Qazvin, with
95% level of confidence, the minimum required sample size
according to Cochran formula is 384. In order to increase the
validity of the modeling, more than 700 questionnaires were
prepared.

Behavior Indicator 
(NEO –FFI)

Confirmatory 
Factor Analysis

(CFA)

Five Factors of 
Personality Traits

Socioeconomic
Characteristics 

Earthquake
Characteristics 

HBLM TBLM MBLM

Figure 2: Proposed conceptual framework for evacuation choice modeling.
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For ensuring accurate and appropriate results of data
collection, the interviewers were trained and evaluated for
correct and uniform data gathering. *e validity and reli-
ability of questionnaire is checked by designing pilot
questionnaire and conducting a pilot survey (60 people) in
order to have a preliminary feedback and make the possible
corrections for the main survey. *e pilot survey is done by
data collection from different regions of Qazvin city and the
validity of questionnaire is evaluated by indicators such as
α-Cronbach and correlation of collected data between pilot
questionnaire and main questionnaire. *e results of pilot
survey indicate that the designated questionnaire has validity
and reliability. α-Cronbach in each structure in the ques-
tionnaire is calculated separately and the value of more than

0.7 for this parameter presents acceptable internal consis-
tency of the questionnaire. *e abridged form of the
questionnaire is presented in Table 4.

*e main sampling was performed randomly among
residents in different regions of Qazvin city.*e respondents
were chosen from employees, university students, clients of
health centres, customers of gas stations, and businesses in
different geographical areas of Qazvin. *e required data for
this research are provided through 546 questionnaires that
were collected and completely answered by inhabitants of
Qazvin based on their revealed experience and stated
preference for six designated scenarios.

As earthquake is an unpredictable natural disaster, the
decision-making in response to it is not only dependent on

Guide:
Freeway
Expressway
�e main routs
By-way
Rural road

Minor arterial
Major arterial
Collector and distributor
Ramp and Loop

Figure 3: *e road network of Qazvin [20].
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observed factors. So in this research, it is attempted to study
the pattern of choice behavior in response to earthquake
disaster in transportation network by considering physical
and behavioral factors simultaneously by estimating hybrid
models. *e study of simultaneous effect of physical and
behavioral characteristics and investigating the role of
personality traits as latent variables in response to unpre-
dictable natural disasters such as earthquakes is neglected in
previous studies. Another innovation of this research is in
terms of designing scenarios, expressing possible scenarios
with three severities of earthquake disaster (minor, mod-
erate, and severe) at two times (day, night). Also, simulta-
neous use of RP and SP data in the data collection method
makes this research different from previous researches. Due
to the stochastic nature of earthquake occurrence, since the
choice behavior in response to the occurrence of earthquake
crisis can be completely random, the analysis of data in this
study has moved to models with random parameters in the
field of personality traits, etc. In previous studies, random

parameters modeling approach for choice behavior in re-
sponse to earthquake crisis has been neglected.

4. Modeling and Data Analysis

4.1. Modeling Approach. In this study, due to the discrete
nature of the dependent variable under study (evacuation or
not), discrete modeling was used for analysis. Under-
standing response to earthquake is used to forecast demand
for transportation network and can also be used by emer-
gency planners to improve the infrastructure. *ere are a
number of techniques to understand the response of indi-
viduals to natural hazards.*emost widely used technique is
discrete choice model (DCM). DCM is applicable to evac-
uation choice modeling as the decision-makers select from a
finite set of discrete alternatives. According to the as-
sumption that the alternatives are mutually exclusive and
collectively exhaustive, the choice of individuals can be
explained by the principle of utility maximization. In this
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Figure 4: Seismotectonic map within a radius of 150 km around the city [21].
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study, first a utility function representing individual pref-
erences for evacuation or not is calibrated to study evacu-
ation choice in response to earthquake disaster.

In the context of discrete choice modeling, the utility
function is defined as the sum of a representative component
(Viq) and an error term (εiq), which leads to the following
equation [24]:

Uiq � Viq + εiq. (1)

Viq, considering all attributes that can be quantified by
an observer, is usually characterized through measurable
properties of the alternatives and the individuals; the error
term is considered to take into account all unknown el-
ements affecting the decision. In this regard, if εiq follows
Gumbel distribution, then the probability of occurrence of
i for the individual q is P(i, q) by using the traditional logit
model which is represented by equation (2) [4].

P(i, n) �
e
Tin

j∈Cn..e
Tjn. (2)

In the traditional logit model, if the dependent variable
only has two possible values, such as evacuation/not which is
represented by an indicator variable, this model will define
as TBLM. Typically, TBLM only considers the measurable
attributes of individuals. But over the past two decades, the
influence of latent factors during individuals’ decision-
making process has been taken into account. Recent studies
in DCM have emphasized the importance of the psycho-
logical factors affecting decision-making. It is also obvious
that behavioral factors play a role in the decision-making
process, and the usual approach to take these into account
considers the estimation of a Multiple Indicator Multiple
Cause (MIMIC) model, as suggested by Bollen [25]. In this
research, as the evacuation choice is a binary variable, the
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Figure 5: MCL Contour Map of Qazvin city [21].
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joint use of MIMIC models and DCM leads to the hybrid
binary choice model (HBLM). *e role of the behavioral
factors on choice behavior is evaluated by using the Inte-
grated Choice and Latent Variable (ICLV) framework [26].

Hybrid modeling framework, also known as the inte-
grated choice and latent variable (ICLV) model, incorpo-
rates psychometric data as indicators of latent variables in
the estimation process. Indicators are obtained from re-
sponses to behavioral questions. *e model consists of two
components: a latent variable model and a choice model.
Each component incorporates structural as well as mea-
surement equations. *e choice model consists of structural
equations relating observable and latent variables to the

utility of each alternative, and measurement equations,
which link the unobservable utility to choices [27].

Here, the latent variables are explained by a set of
characteristics of the individuals and the alternatives (Siqr),
through the so-called structural equations, while explaining,
at the same time, a set of attitudinal and/or perceptual in-
dicators (yziq), previously gathered from the individuals,
through the so-called measurement equations or CFA. *is
framework can be represented through the following
equations:

ηliq � 
r

αlri.Sriq + υliq, yziq � 
l

clzi.ηliq + ζziq, (3)

High density-mass (more than 150 people per hectare)
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Figure 6: Population density map of Qazvin city [21].
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where the indices i, q, r, l, and z refer to alternatives,
individuals, exogenous variables, latent variables, and in-
dicators, respectively. *e error terms ]liq and ζziq can follow
any distribution but they are typically assumed to distribute
normal with mean zero and a certain covariance matrix.
Finally, αlri and clzi are parameters to be jointly estimated.
Both equations must be continuously processed for their
parameter estimation to use as a common variable in the
HBLM. *e latent variable is added to the fixed utility term
so that the utility function includes not only observed
variables such as trip characteristics and personal socio-
economic characteristics of passengers but also latent var-
iables such as personality traits. *e improved utility
function can be expressed as Ref. [28].

Uiq � 
k

θki · Xkiq + 
l

βli · ηliq + εiq. (4)

*e parameters of these exogenous and endogenous
variables are then estimated using the maximum likelihood
method.

When the assumption of the standard logit model, that
is, “parameters are fixed across observations” does not hold,
inconsistent estimates of parameters will result [3]. To ad-
dress the heterogeneity and flexible correlation structure, the
random parameters or mixed binary logit model (MBLM) is
usually considered. To allow for parameter variations across
individuals (represented by variations in β), a mixed model
is defined (i.e., a model with a mixing distribution). Mixed
logit probabilities are the integrals of standard logit prob-
abilities over a density of parameters that can be expressed in
the form of equation (5) [2]:

Pi �  Piq(β)f
β
θ

 d(β), (5)

where f (β/θ) is the density function of β, with θ referring to a
vector of parameters of that density function (i.e., mean and
variance). *e mixed logit model for the probability of
individual n for choosing evacuation in the aftermath of an
earthquake is

Pni � 
e

Uiq

Aj∈Cn
e

Uj
f

β
θ

 d(β). (6)

*e mixed logit probability is a weighted average of the
logit formula evaluated at different values of β, with the
weights given by the joint density f(β). *e values of β have
some interpretable meaning as representing the decision
criteria of individual decision-makers [4]. *is density is a
function of parameters θ that represent, for example, the
mean and covariance of the β’s in the population. *is
specification is the same as for standard logit except that β
varies over decision-makers rather than being fixed.

4.2. Variables. In order to investigate the choice behavior
pattern of individuals after the earthquake disaster, the
following variables were considered for modeling as men-
tioned in Table 5.

Before examining the results of modeling, in order to
ensure proper distribution of the explanatory variables,
their frequencies were statistically studied. In order to
investigate the evacuation choice behavior in response to
the earthquake disaster, the frequency percentage of bi-

Table 2: Designated scenarios in the questionnaire.

Scenarios Time of occurrence Severity of earthquake
Scenario 1 Day: 8am–12am Minor
Scenario 2 Night: 12am–8 am Minor
Scenario 3 Day: 8am–12am Moderate
Scenario 4 Night: 12am–8am Moderate
Scenario 5 Day: 8am–12am Severe
Scenario 6 Night: 12am–8am Severe
Earthquake Severity Guide

Minor (3–4.9 Richter) *ese earthquakes, in addition to being recorded by seismic devices are also
felt by humans, but do not result in significant losses and destructions.

Moderate (5–6.9 Richter) *is class of earthquakes usually damages the buildings and other urban
structures. All the people feel it.

Severe (7–7.9 Richter) *is class of earthquakes cause mass casualties and damage the urban
buildings and structures, especially in developing cities and countries.

Table 3: *e structure of latent variables and indicators.

Latent variable Symbol Indicator (the number of questions in NEO-FFI)
Neuroticism N M21,M26,M31,M36,M41,M46,M51,M56,M1,M6,M11,M16
Extroversion E M22,M27,M32,M37,M42,M47,M52,M57,M2,M7,M12,M17
Openness O M23,M28,M33,M38,M43,M48,M53,M58,M3,M8,M13,M18
Agreeableness A M24,M29,M34,M39,M44,M49,M54,M59,M4,M9,M14,M19
Conscientiousness C M25,M30,M35,M40,M45,M50,M55,M60,M5,M10,M15,M20
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nary dependent variable is analysed (Figure 7). *e
analysis of the results indicates that 46% of people tend to
evacuate.

5. Results and Discussion

5.1. Confirmatory Factor Analysis (CFA). NEO-FFI instru-
ment is used to measure the Big Five personality factors. *e
60-item NEO-FFI provides a short measure of the Big Five
personality factors. For each factor, 12 items are selected
[22]. *e CFA method is used to estimate all factor loadings
and measure the 5 factor of NEO-FFI questionnaire. CFA is
a statistical technique used to verify the factor structure of a
set of observed variables. CFA allows the researcher to test
the hypothesis that a relationship between observed vari-
ables and their underlying latent constructs exists [28].
Amos 24 software was used to estimate the CFA. *e
modeling structure is presented in Figure 8. Latent variables
are represented by circles and observed variables by rect-
angles. Observed variables usually have a measurement error
that is represented by circles and single-headed arrows
correspond to linear effects. *e model parameters were
estimated using the maximum likelihood method based on
the Amos software. *e results show that the estimated
models have good fit (Table 6).

5.2. Modeling Analysis. In order to investigate the evacua-
tion choice pattern in response to the earthquake disaster,
TBLM was first estimated with the use of observed variables.
*en, to investigate the effect of latent variables on the
modeling process, HBLM is estimated based on the maxi-
mum likelihood approach, which maximizes the probability
of a chosen alternative. *e modeling results indicate that
several factors will affect future evacuation behavior in re-
sponse to an earthquake disaster. *e basic test for the
adequacy of the models is the examination of the values and
sign of the estimates. *e results are achieved from the
interpretation of estimated coefficients for the evacuation
choice modeling in response to the earthquake disaster
(Table 7). By comparing the TBLM and the HBLM, it is
obviously seen that the HBLM provides greater explanatory
power in evacuation choice behavior, indicating that in-
corporating the latent variables into the choice model im-
proved the overall goodness of fit of the model. As shown in
Table 7, by adding personality traits as latent variables to the
modeling process and creating HBLM, the measures of
correct prediction percentages, model fit, Pseudo R-squared,
and Log likelihood function are increased, indicating that by
adding individual personality traits better models are esti-
mated. In both models, the negative sign of estimated co-
efficients for gender variable indicate that men are less likely
to evacuate in response to an earthquake disaster. *is

Table 4: *e abridged form of questionnaire.

Section 1: Socioeconomic characteristics
Gender Male Female
Marital status Married Single
Age 18–24 years 25–32 years 33–45 years

46–55 years 56–69 years +70 years
Education Diploma and below Bachelor Masters Doctorate
Job Employee Manager Self-employed Doctor

Faculty member Student Housewife Retired
Jobless Other

Family Income Income. . .. . .. . .. . .. . .. . ..

Number of family members No. of family
members. . .. . .. . .. . ..

Geographical location of residence Northern Parts Central Parts Southern Parts

Access to vehicle at emergency situations No access Access to vehicle as
a driver

Access to vehicle as an
occupant

Section 2: Daily trips’ characteristics
Purpose of daily trips Education Work Entertainment

Shopping Personal affairs Other
Traffic condition in daily trips Very congested Congested Normal

Uncongested Very uncongested

Familiarity with alternative routes Completely unfamiliar (≤5%) Unfamiliar (5%–
20%) Normal (20%–50%)

Familiar (50%–80%) Completely familiar
(≥80%)

Section 3 (Revealed scenario1): Answer to this section according to your decision on the earthquake on December20, 2017 , 23: 27.
Did you choose evacuation in response to
earthquake on December 20, 2017? Yes No

Section 4 (Designated scenarios): In the questionnaire, the following question is repeated for each of the designated scenarios and people are
asked to answer the question according to the severity and time of the earthquake in each of the scenarios.
Do you choose evacuation in response to this
scenario? Yes No

Section 5: NEO-FFI
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finding is consistent with the finding of previous research by
Bateman and Edwards, which concluded that women are
more likely to evacuate compared to men because of socially
constructed gender differences in care-giving roles, access to
evacuation incentives, exposure to risk, and perceived risk.
Individuals in the age groups of 18–24 and 25–32 are more
likely to evacuate in TBLM while the age group 33–45 is also
significant in HBLM, and it indicates that people in the age
group of 33–45 have a positive contribution to evacuation.
*e positive sign and bigger amount of estimated coefficient
for AGE1 (β� 3.611) indicates that individuals in the age
group of 18–24 tend more to evacuate. *is finding is
consistent with the results of studies by Yang et al. [16] which
indicated that young persons are more likely to evacuate.
Although marital status is not a significant factor in TBLM,
the estimated coefficient of HBLM indicates that married
individuals are more likely to evacuate (coefficient� 2.657).
Protecting each other before protecting oneself is also a
common explanation for the fact that married individuals
were found to be more likely to evacuate in response to an
earthquake. In both models, with the increase in the number

of family members, the tendency to evacuate also increases.
In contrast, family size is not significantly correlated with
evacuation in the study of solis et al. HBLM indicates that
people who do not have accessibility to a car in emergency
situations have less tendency to evacuate in response to an
earthquake disaster (coefficient� −2.586). *e coefficients
indicate that people who have access to a car as a driver or
occupant are more likely to evacuate in a convenient way in
response to an earthquake disaster. *e negative sign of
estimated coefficient for NORTH variable indicates that
people who stay in the northern parts of the city are less
likely to evacuate. It can be because of new construction in
this area and more confidence of people in the strength of
the buildings. *e positive sign of the estimated coefficient
for TRAFFIC3 variable indicates that individuals facing
normal traffic on their daily trips have more tendency to
evacuate in the hybrid model. *e negative sign of the es-
timated coefficient for FAMILIAR2 variable in both models
indicates that people who are unfamiliar with alternative
routes are less likely to evacuate. It can be because of the
sense of being blocked in routine routes. While SEVERITY3

Table 5: Independent variables of modeling.

Variable Variable name: explanation
Gender GENDER (male� 1, female� 0)
Marital status Marital status (married� 1, single� 0)

Age AGE1: 18–24 years, AGE2: 25–32 years, AGE3: 33–45 years, AGE4: 46–55 years, AGE5: 56–69 years,
AGE6: +70 years

Education EDU1: Diploma and below, EDU2: Bachelor, EDU3: Master, EDU4: Doctorate

Job JOB1: Employee, JOB2: Manager, JOB3: Self-employed, JOB4: Doctor, JOB5: Faculty member, JOB6:
Student, JOB7: Housewife, JOB8: Retired, JOB9: Jobless, JOB10: Other

Family Income Income (Numerical)
Number of family members No. of family members (Numerical)
Access to vehicle at emergency
situations

CARUSE1: No access, CARUSE2: Possible access to vehicle as a driver, CARUSE3: Possible access to
vehicle as an occupant

Purpose of daily trips Trip purpose1: Education, Trip purpose2: Work, Trip purpose3: Entertainment, Trip purpose4:
Shopping, Trip purpose5: Personal affairs, Trip purpose6: Other

Geographical location of
residence North: Northern Parts, Central: Central Parts, South: Southern Parts

Traffic condition in daily trips Traffic1: Very congested, Traffic2: Congested, Traffic3: Normal, Traffic4: Uncongested, Traffic5: Very
uncongested

Familiarity with alternative routes Familiar1: Completely unfamiliar (≤5%), Familiar2: Unfamiliar (5%–20%), Familiar3: Normal
(20%–50%), Familiar4: Familiar (50%–80%), Familiar5: Completely familiar (≥80%)

Earthquake severity Severity1: Minor, Severity2: Moderate, Severity3: Severe
Time of earthquake Time (night� 1, day� 0)
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Figure 7: Frequency distribution of action choice in response to earthquake.
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variable is not significant in TBLM, the signs of the estimated
coefficients for SEVERITY1, SEVERITY2, and SEVERITY3
variables in HBLM indicate that as the severity of the
earthquake increases, the tendency to evacuate increases.
*e positive sign of the estimated coefficients for time in
both models indicate that people are more likely to evacuate
at night. *e positive sign of estimated coefficients of HBLM
indicate that people with more neuroticism, extraversion,
openness, and conscientiousness factor are more likely to
evacuate while people with more agreeableness factor are
less likely to evacuate (coefficient� −0.522). As neuroticism
refers to the propensity to experience negative emotions,
anxiety, and psychological distress in response to threats;
extraversion represents the tendency to enjoy social situa-
tions and interpersonal relationships; openness to experi-
ence reflects the tolerance of ambiguity; and
conscientiousness implies both proactive and inhibitive
aspects, such as competence, striving to achieve, and cau-
tiousness, it is expected that people with these factors in their

personality are more likely to evacuate. However, agree-
ableness denotes the quality of interaction “along a con-
tinuum from compassion to antagonism,” having facets of
trust and altruism [22]. *erefore, it is reasonable that
people with more agreeableness factor are less likely to
evacuate.

Since the occurrence of an earthquake is one of the
situations in which a person can decide based on his/her
perception whether to evacuate or not, the MBLM was also
calibrated to analyse the behavior of individuals comparing
to TBLM and HBLM. *is model is one of the most flexible
structures of discrete choice models, which can be used to
estimate almost any other structure in random utility
models. A very good description of this model and its
features was provided in 2000 by McFadden and Train [29].
*is model allows for changes in random tastes, the use of a
variety of substitution patterns, and correlations in the
unobserved component over time for the model maker. *e
MBLM can be estimated and interpreted based on a wide
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Figure 8: *e confirmatory factor analysis structure.

Table 6: Modeling fit indices.

Fit index Value Criteria of good fit
Chi-square/degree of freedom (CMIN/DF) 4.791 <5
Root mean square error of approximation (RMSEA) 0.079 ≤0.08
Goodness-of-fit index (GFI) 0.939 0.9≤
*e parsimonious normal fit index (PNFI) 0.514 0.5<
Comparative fit index (CFI) 0.918 0.9≤
Root mean square residual (RMR) 0.018 Good models have small RMR
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range of behavioral characteristics, depending on the
modeller. In the random coefficient model, random pa-
rameters are assumed to be randomly distributed over the
population to capture the taste variation of the individual. As
can be seen in Table 8, based on the model fit indices such as
increasing in Log Likelihood function and pseudo square
(ρ2), MBLM is fitted better than the other models. *e result
of MBLM depicts that Age1, Marital status, Severity1, Se-
verity2, and Severity3 are significant as nonrandom pa-
rameters in utility functions. *e Age1, Marital status, and
Severity3 variables have positive signs in U (1) utility
function. *e results indicate that young (18–24 years old)
and married individuals are more likely to get evacuated.
Severity1 and Severity2 variables have positive signs in U (0)
utility function. *ese signs indicate that people are more
likely not to evacuate in minor and moderate severity of
earthquakes. *ese results are in accordance with the results
of HBLM.

In addition, results show that income, number of family
members, and five factors of personality traits are hetero-
geneous variables and these variables are significant as
random parameters in MBLM. In other words, their effect is
different. For instance, although the effect of income variable
is positive for choosing evacuation, with the increase in
income, the willingness of individuals to evacuate increases:

this effect is different for each of the respondents. *is
finding might be explained by the differences in the mindset
of individuals. Increase in income can lead to having more
required equipment for evacuation and more willingness to
evacuate. On the other hand, increase in income can lead to
having houses with more resistance and more confidence of
people in the strength of their buildings and less willingness
to evacuate. Besides, the number of family members is
heterogeneous in the utility function of not choosing
evacuation. *us, it can be stated that the negative effect of
the number of family members on not choosing evacuation
is not the same for all the respondents. *is finding might be
explained by the differences of individuals in decision-
making. As mentioned, five factors of personality traits are
significant as random parameters in MBLM. Although the
effect of openness and conscientiousness variables are
positive in U (1) utility function and as the openness and
conscientiousness factors increase, the willingness of indi-
viduals to evacuate increases; this effect is different for each
of the respondents according to the amount of self-control in
their personality. Furthermore, although the effect of
agreeableness factor is positive in U (0) utility function and
as the agreeableness factor increases, the willingness of in-
dividuals not to evacuate increases; this effect is different for
each of the respondents according to the amount of

Table 7: *e results of TBLM and HBLM.

Independent variable
TBLM HBLM

Estimated coefficient P value Estimated coefficient P value
Gender −0.279∗∗ 0.0239 −0.417∗∗ 0.0144
Age1 1.324∗∗∗ ≤0.001 3.611∗∗∗ ≤0.001
Age2 1.244∗∗∗ ≤0.001 1.721∗∗∗ 0.0002
Age3 — — 1.926∗∗∗ 0.0003
Edu2 −1.237∗∗∗ ≤0.001 −1.780∗∗∗ ≤0.001
Edu3 −2.418∗∗∗ ≤0.001 −0.922∗ 0.0689
Marital status — — 2.657∗∗∗ ≤0.001
Job7 1.240∗∗∗ ≤0.001 1.006∗∗∗ 0.0009
Car Use1 — — −2.586∗∗∗ ≤0.001
Car Use2 0.725∗∗ 0.0377 −1.094∗∗ 0.0338
Car Use3 0.761∗∗ 0.0127 −1.423∗∗∗ 0.0002
Trip Purpose2 0.962∗∗∗ ≤0.001 −0.895∗∗∗ 0.0001
North — — −0.260∗ 0.0969
Traffic3 −0.360∗∗∗ 0.0084 — —
Familiar2 −1.182∗∗∗ ≤0.001 −1.243∗∗∗ 0.0014
Severity1 −1.691∗∗∗ 0.0002 −1.281∗∗ 0.0120
Severity2 −1.691∗∗∗ ≤0.001 −1.199∗∗ 0.0218
Severity3 — — 2.848∗∗∗ 0.0002
Time 0.261∗∗∗ 0.0057 0.249∗∗ 0.0109
Income 0.097∗∗ 0.0176 — —
No. of family members 0.177∗ 0.0799 0.771∗∗∗ ≤0.001
N — — 0.229∗∗∗ ≤0.001
E — — — —
O — — 0.636∗∗∗ ≤0.001
A — — −0.522∗∗∗ ≤0.001
C — — 0.104∗∗∗ 0.0028
Log likelihood function −1406.783 −1308.464
Chi-squared 215.986 412.62358
McFadden pseudo R-squared 0.071 0.136
Correct prediction (%) 54.881 58.485
False prediction (%) 45.027 41.423
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cooperativity in their personality. Besides, neuroticism and
extroversion factors are heterogeneous in the utility function
of not choosing evacuation. *us, it can be stated that the
negative effect of neuroticism and extroversion factors on
not choosing evacuation is not the same for all the re-
spondents. *is finding might be explained by emotional
instability and self-consciousness of individuals. *e stan-
dard deviations of random parameters are significantly
different from zero, which implies that different individuals
in the same income, number of family members, and same
personality traits perceive the alternatives’ utilities
differently.

6. Conclusion

Many researchers have examined the factors affecting
evacuation decision in response to natural hazards but most
of the previous studies have investigated the effect of so-
cioeconomic factors on trip choice behavior and study about
the role of personality traits on evacuation choice behavior is
neglected. Hence, this paper focuses on examining the effect
of personality traits on evacuation choice behavior in re-
sponse to an earthquake disaster. *e study was conducted
in the city of Qazvin and the RP and SP methods were used
for data collection. RP data were based on the real

earthquake experience of December 20, 2017 and SP data
were collected from field survey assuming six hypothetical
earthquake scenarios with three different severities in two
times (day-night) of the day. Personality traits as latent
variables were obtained from the CFA of NEO-FFI.

First, TBLM was used for identifying effective socio-
economic characteristics and earthquake characteristics on
the evacuation choice of individuals. *en, by applying the
HBLM, the role of the personality traits as latent variables on
evacuation choice behavior is obtained. *e results from the
HBLM are more comprehensive than those from the TBLM
since it accounts for factors that impact decisions on
evacuation choice. *e results of HBLM show that per-
sonality traits make a significant contribution to people’s
evacuation decision in response to an earthquake disaster.
Results also indicate that gender, marital status, and family
size have a positive impact on evacuation choice, while no
possible access to vehicle, residence in north parts of the city,
and unfamiliarity with alternative routes have a negative
impact on evacuation choice. As the severity of the earth-
quake increases, the tendency of people to evacuate also
increases. In earthquakes occurring at night, the tendency of
people to evacuate is more. People with high neuroticism,
openness, and conscientiousness personality factors are
more likely to evacuate, while people who have a high

Table 8: *e result of random parameters/mixed logit model.

Independent variable Estimated coefficient P value
Nonrandom parameters in utility functions
Constant −77.532∗∗∗ 0.0002
Age1 24.405∗∗∗ 0.0048
Marital Status 32.873∗∗∗ 0.0013
Familiar2 — —
Severity1 36.321∗∗∗ 0.0055
Severity2 32.833∗∗∗ 0.0073
Severity3 28.209∗∗ 0.0313
Random parameters in utility functions
Income 2.663∗∗ 0.0255
No. of family members −13.216∗∗∗ 0.020
N −0.533∗ 0.0488
E −1.800∗∗ 0.0247
O 4.967∗∗∗ 0.0034
A 1.656∗ 0.0683
C 1.979∗∗ 0.0122
Be standard deviation of random parameters
Income 0.749∗ 0.0421
No. of family members 1.789∗ 0.0213
N 0.757∗ 0.0701
E 1.467∗∗∗ 0.0062
O 3.310∗ 0.0645
A 0.696∗ 0.0320
C 0.790∗∗ 0.0182
Log likelihood function −328.410
Chi-squared 97.32
McFadden Pseudo R-squared 0.149
Utility functions of mixed logit model: U(1)� Evacuation choice, U (0)�Not evacuation choice;
U(1) � a1 + a2 ∗Marital status + a3 ∗ Familiar2 + a4 ∗Age1 + a5 ∗O + a6 ∗C + a7 ∗ Severity3 + a8 ∗ Income,
U(0) � a9 ∗A + a10 ∗ Severity1 + a11 ∗Noof familymembers + a12 ∗ Severity2 + a13 ∗N + a14 ∗E.
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*emodel concludes that different individuals with the same
family income, the same number of family members, and the
same neuroticism, extroversion, openness, agreeableness,
and conscientiousness factors of personality traits can
perceive the alternatives’ utilities differently.

*is study is expected to provide a better understanding
for urban planners on the influential factors of evacuation
choice behavior in emergency situations like an earthquake.
Results of this study can be used for pre-disaster planning.
*e results of this study can be related to identifying the
general behavior of users and estimating their reactions in
times of crisis, providing the needed training for users in
times of crisis, strengthening network components
according to possible destinations, forecasting trans-
portation network demand in the event of a crisis based on
the reaction of users, forecasting the conditions of the
transportation network after the crisis in order to make the
necessary plans, including routing and managing ambu-
lances, designing city escape routes, and locating shelters
needed to accommodate people in the situation of an
earthquake crisis.

*ere are some recommendations for future researches.
In order to provide future directions and way forward to the
study, the following suggestions are presented:

(i) Future research could include gathering more in-
formation about other decision-making variables
about choice behavior in response to an earthquake
crisis such as cultural beliefs, following others, etc.

(ii) Explaining hypothetical scenarios for the two sea-
sons of summer and winter can be another sug-
gestion for future research.

(iii) Studying the mode, destination, and route choice
behavior to predict the status of transport network
links after the earthquake crisis helps to complete
the research.
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1. Introduction

+e dynamic modulus and damping ratio are the basis of
foundation engineering seismic design, seismic stability
evaluation, settlement prediction, and other works. Re-
searchers also attach great importance to this research work
and carry out a series of studies on various types of soil
through field tests, indoor resonant column tests, dynamic
triaxial tests, and dynamic torsional shear tests [1–4]. In
actual engineering, dynamic loads such as earthquakes,
traffic, waves, and other dynamic loads produce vertical
dynamic stress and horizontal dynamic stress in foundation

soil. +e amplitude and direction of the dynamic stress are
constantly changing, resulting in continuous rotation of the
principal stress axis in foundation soil. Inevitably, there will
be areas acting on elliptical and circular dynamic stress paths
[5, 6]. +ere are many factors that affect the dynamic
characteristics of soil [7, 8].+e dynamic stress path is one of
the important factors that affect the dynamic deformation
characteristics of soil. +erefore, research on the dynamic
modulus and damping ratio of soil under special dynamic
stress paths is more consistent with the actual situation and
can obtain more accurate variation rules of the dynamic
modulus and damping ratio.
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Research on special dynamic stress paths of soil dy-
namics begins with the rotation of the principal stress axis.
With the continuous development and improvement of
hollow cylindrical torsion shear apparatuses, many scholars
have carried out research on the principal stress axis rotation
of different soils, and research on the influence of complex
dynamic stress paths on the dynamic characteristics of soils
has been deepening. Ishihara et al. [9] analyzed the situation
in which the principal stress axis rotation of seabed soil
caused by wave loading might appear as a “circular dynamic
stress path,” and the test simulation showed that the strength
of sand under such a stress path was lower than that under
ordinary unidirectional cyclic loading. Towhata et al. [5]
found that the continuous rotation of the principal stress
axis can produce greater excess pore water pressure than that
without rotation, which greatly reduces the liquefaction
resistance of saturated sand. Miura et al. [10] and Lashkari
et al. [11] established a new constitutive model considering
principal stress axis rotation to describe the deformation and
liquefaction behavior of anisotropic sand. Zhou et al. [12]
and Zhang et al. [13] used a hollow cylindrical torsion shear
apparatus to carry out saturated silt experiments with dif-
ferent cyclic loading amplitude ratios in axial and torsional
and simulated circular dynamic stress paths and elliptical
dynamic stress paths, respectively, indicating that the dy-
namic stress path has a significant influence on the lique-
faction of saturated silt. Gu et al. [14, 15] simulated the shear
stress and normal stress caused by earthquakes in saturated
clay by cyclic triaxial tests with variable confining pressures.
+e dynamic stress path formed by bidirectional dynamic
load coupling is more suitable for simulating the stress field
formed by earthquakes in foundations and has a great in-
fluence on the strength and pore water pressure of saturated
soft clay. Hu et al. [16] also simulated the figure-eight-
shaped shear stress path that may be formed by earthquake
action and analyzed the influence of the cyclic dynamic
stress ratio and frequency on the cumulative cyclic strain and
strength. Inam et al. [17], Gallage et al. [18], and Dareeju
et al. [19] simulated the rotation of the principal stress axis
caused by traffic loads through experiments and proved that
the rotation of the principal stress axis has significant effects
on the cumulative cyclic plastic deformation of different
subgrade soil materials. Qian et al. [20] studied the influence
of principal stress rotation caused by traffic loads on the
stress-strain behavior of saturated soft clay. Wang et al. [21]
compared and analyzed the influence of a nonstandard el-
liptical stress path and circular stress path on the cyclic
strength of seabed sand. Wang et al. [22] tested the circular
dynamic stress path formed by the rotation of the principal
stress axis of marine soft clay caused by a simulated wave
load and studied the changes in pore water pressure and the
stress-strain hysteresis curve of soft clay under a long-term
cyclic circular dynamic stress path.

+e above research simulates the complex dynamic
stress path caused by the rotation of the principal stress axis
of the soil due to the bidirectional dynamic load coupling
caused by earthquakes, traffic, waves, and other dynamic
loads, which has a great influence on the dynamic charac-
teristics of saturated sand, silt, and soft clay. However, there

are relatively few studies on the dynamic modulus and
damping ratio of compacted loess. Cheng et al. [23] carried
out experiments on the dynamic modulus and damping
ratio of compacted loess under a complex initial stress state
and studied the effects of principal stress axis deflection and
average principal stress on the dynamic modulus and
damping ratio of compacted loess. Wang et al. [24] studied
the dynamic modulus and damping ratio of compacted loess
under long-term cyclic dynamic loads and evaluated the
influence of the number of cycles, confining pressure and
dynamic stress on the dynamic modulus and damping ratio
of compacted loess. Among them, there is no literature on
the dynamic modulus and damping ratio of compacted loess
under bidirectional dynamic load.

Loess is widely distributed in China and the world.
Compacted loess is widely used in construction engineering
foundations, road subgrades, and embankment engineering
in these areas. +erefore, this study will use a hollow cy-
lindrical torsion shear instrument to simultaneously apply
axial dynamic stress and torsional dynamic shear stress,
coupling them to form a circular dynamic stress path, and
truly simulate the special dynamic stress path formed by
bidirectional dynamic loads. +e effects of the mean prin-
cipal stress, dry density, and deviatoric stress ratio of
compacted loess on the dynamic elastic modulus, dynamic
shear modulus, dynamic compression damping ratio, and
dynamic shear damping ratio under a circular dynamic
stress path are mainly studied. +e research results of this
article can provide references and new ideas for subsequent
research.

2. Materials and Methods

2.1. Test Equipment. +e instrument used in the test is the
DTC-199HVS hollow cylindrical torsion shear system
produced by SEIKEN Inc. in Japan, which uses a hollow
cylindrical sample. +e instrument can independently
control the axial force W, torque MT, internal confining
pressure Pi, and external confining pressure P, which can not
only simulate various complex initial stress states and static
stress paths but also independently control the dynamic load
applied in four directions. +e phase difference of each
direction can be controlled to simulate various complex
dynamic stress paths. +e maximum axial loading force is
20 kN, the maximum torque loading is 100N·m, and the
maximum loading coupling frequency is 5Hz. +e instru-
ment consists of a pressure chamber, hydraulic pump,
loading unit, electrical control cabinet, water and air control
system, and data collection system, as shown in Figure 1.+e
data acquisition software was used to automatically record
test data points.

2.2. Test Material and Sample Preparation. All the loess
materials used in the test were taken from the construction
site of a project in Xi’an, China, with a depth of 3-4m and
belonging to Q3 loess. According to ASTM standards, the
measured basic physical properties of the loess are shown in
Table 1. +e grain size distribution curve of loess is shown in
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Figure 2. +rough the light compaction test, the maximum
dry density ρdmax of loess is 1.69 g/cm3, and the optimal
moisture content ωop is 20.1%. +e construction of building
foundations and road subgrades often takes compactness as
the standard of design and evaluation of engineering quality,
so this test selects 0.96ρdmax, 0.90ρdmax, and 0.85ρdmax for
comparison of three dry densities, namely, 1.62 g/cm3, 1.52 g/
cm3, and 1.44 g/cm3. Loess taken from the construction site
was air-dried, crushed, and passed through a 2mm sieve. +e
water needed to configure the target moisture content was
calculated, and the water was evenly sprayed on the soil with a
sprayer. +en, the fresh-keeping bag was sealed and placed in
the moisturizing container for more than 3 days, and the
moisture content was checked until it reached 20.1%. +e
sample then was prepared by the compactionmethod, the soil
sample was evenly compacted in four layers to achieve the
target dry density, the surface between each layer was fully
shaved to facilitate the combination, and then the hollow core
was cut out with a soil drill and a scraper. +e prepared
compacted hollow cylindrical loess sample is shown in Fig-
ure 3, with a height of 100mm, an outer diameter of 70mm,
and an inner diameter of 30mm.

2.3. Test Loading Scheme. According to the results of test
loading and stress analysis of hollow cylinders by Hight et al.
[25, 26], the stresses on hollow cylinder specimens include
axial stress σz, shear stress τzθ, radial stress σr, and hoop
stress σθ. +ese stresses are caused by the axial load W, the
torsion moment MT around the axis, the outer chamber
pressure Po, and the inner chamber pressure Pi. +ese forces
can be calculated by formulas (1)∼ (4). +e application of
these forces can be controlled by the stress parameters of the
intermediate principal stress coefficient b, mean principal
stress p, deviatoric stress ratio η, and principal stress di-
rection angle α, which are defined in formulas (5)∼ (8). +e
stress state of the specimen and soil element is shown in
Figure 4.

hydraulic pump

Water and air control 
system

pressure chamber

data collection system

electrical control cabinet Axial loading actuator

Torsion loading actuator

Figure 1: Hollow cylindrical torsion shear apparatus.

Table 1: Physical properties of loess.

Index properties Value Specification
Specific gravity 2.70 ASTM D 854
Liquid limit (%) 32 ASTM D 4318
Plastic limit (%) 21 ASTM D 4318
Plasticity index 11 ASTM D 4318
Soil classification CL USCS
Maximum dry density, ρdmax(g/cm

3) 1.69 ASTM D 698
Optimum moisture content,ωop (%) 20.1 ASTM D 698
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Figure 2: Grain size distribution curve of loess.
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Figure 4: Schematic diagram of the stress on the sample. (a) Schematic diagram of sample size and force. (b) Soil element stress.

Figure 3: Compacted loess sample.
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the minor principal stress, respectively. Deviator stress

q � 1/
�
2

√
(

�����������������������������

(σ1 − σ2)
2 + (σ2 − σ3)

2 + (σ3 − σ1)
2



), and p is
the mean principal stress. +e deviatoric stress ratio is mainly
used to characterize the relative magnitude relationship be-
tween the deviator stress and the spherical stress. Existing
studies have proven that the deviatoric stress ratio has a certain
influence on the deformation characteristics of soil [27]. +is
test mainly studies the effects of the mean principal stress, dry
density, and deviatoric stress ratio on the dynamic modulus
and damping ratio of compacted loess under the action of a
circular stress path.

2.4. Test Program and Scheme. Some scholars studied the
dynamic modulus and damping ratio of frozen soil by ap-
plying dynamic loading step by step and obtained reliable
test results [28, 29]. In this paper, referring to the above
literature test method according to the principle of equiv-
alent stress, and using a sine wave type, dynamic loads in the
axial and torsional directions were applied step by step, at a
load frequency of 1Hz. Each level of bidirectional dynamic
load was applied for 20 cycles. +e time history curve of the
load is shown in Figure 5. To simulate the circular dynamic
stress path, the amplitude of the axial dynamic stress σm and
the torsional shear stress τm is maintained at σm � 2τm at
each stage of dynamic loading, and the phase difference
between them is maintained at 90°. +e ideal dynamic stress
path in the τzθd ∼ (σzd − σθd)/2 stress coordinate system and
an actual dynamic stress path in the test are shown in
Figure 6(a) and 6(b), respectively, indicating that the test can
better simulate the circular dynamic stress path. To ensure
the stability of the data, a complete hysteresis loop of the
10th cycle was selected as the research object for each stage
of loading, and all stresses and strains were taken as the
average value of a cycle. In this paper, the influence of the
average effective principal stress, dry density, and deviatoric
stress ratio on the dynamic modulus and damping ratio of
compacted loess under a circular dynamic stress path is
considered. Under the action of additional stress and gravity
stress of the soil under the building foundation, as the depth
increases, the mean principal stress and deviator stress are
constantly changing, so the deviator stress ratio is also
different. +ere will be both isotropic stress state and an-
isotropic stress state in the foundation. In order to compare
the test results with each other and reflect the influence of
spherical stress and deviator stress on the dynamic modulus
and damping ratio, three average principal stresses of 50 kPa,
100 kPa, and 200 kPa and three deviatoric stress ratios of 0,
0.2, and 0.4 were selected. +e specific test plan is shown in
Table 2. +e initial principal stress direction angle of all
samples is α� 0°, and the intermediate principal stress co-
efficient b� 0. After the sample is installed, the consolidation
stress is applied according to the test plan, and all the
samples are consolidated by drainage. According to the
specification [30], when the axial deformation of the sample

within 5minutes is less than 0.005mm, it is considered that
its consolidation has reached stability.+e two-way dynamic
load is applied to the sample at the same time according to
the test requirements.

3. Results and Discussion

In soil dynamics, the Hardin–Drnevich model is a widely
used dynamic viscoelastic-plastic model that can describe
the dynamic stress-strain relationship of soil by a hyperbolic
curve. +e model regards soil as a viscoelastic body. It as-
sumes that the skeleton curve of the dynamic stress-dynamic
strain relationship is a hyperbola and uses the equivalent
dynamic shear modulus Geq and equivalent damping ratio
λeq reflect the nonlinearity and hysteresis of the soil dynamic
stress-strain relationship, and both the shear modulus and
damping ratio are expressed as functions of dynamic strain
amplitude, namely, Geq � G(cd) and λeq � λ(cd). When the
dynamic shear strain cd �∞, the curve takes the maximum
dynamic shear stress τdmax as the asymptote. When cd � 0,
the tangent slope of the curve is the maximum shear
modulus G0. +e expression of the torsional dynamic shear
stress-strain relationship is as follows:

τd �
cd

1/G0 + cd/τdmax
�

cd

a + bcd

, (9)

1
Gd

�
cd

τd

�
1

G0
+

cd

τdmax
� a + bcd, (10)

where τdmax is the maximum dynamic shear stress; G0 is the
initial dynamic shear modulus; Gd is the dynamic shear
modulus; and a and b are the intercept and slope corre-
sponding to the straight line in the relationship curve
1/Gd ∼ cd, respectively. +e axial dynamic stress-strain re-
lationship curve is similar.

3.1. =e Effect of the Mean Principal Stress on the Dynamic
Shear Modulus and Dynamic Compression Modulus.
Figure 7 shows the dynamic compression modulus curve
and dynamic shear modulus curve of different mean prin-
cipal stresses of compacted loess with a dry density of 1.62 g/
cm3 at the same deviatoric stress ratio. Figures 7(a), 7(c), and
7(e)shows the variation curve of the dynamic compression
modulus with axial dynamic strain, and Figures 7(b), 7(d),
and 7(f) shows the variation curve of the dynamic shear
modulus with shear strain. +e figure shows that the mean
principal stress has an obvious influence on the dynamic
compression modulus and dynamic shear modulus. When
the same shear strain is reached under the same conditions,
the larger the mean principal stress is, the greater the dy-
namic compression modulus and dynamic shear modulus
are. +e spherical stress represented by the mean principal
stress can produce a larger “binding force” on the soil unit,
and the dynamic deformation requires greater dynamic
stress, so the dynamic compression modulus and dynamic
shear modulus are both greater. Both the dynamic com-
pression modulus and the dynamic shear modulus decrease
continuously with the development of strain and finally tend

where Ro is the outer radius of the sample; Ri is the inner radius
of the sample; A � Ro + Ri; B� Ro − Ri; and σ1, σ2, and σ3 are 
the major principal stress, the intermediate principal stress, and
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to be close and stable, but the degradation rate of the dy-
namic shear modulus is faster than that of the dynamic
compression modulus in the early stage of strain

development. +is is due to the horizontal reciprocating
torsional shear action that destroys the soil structure;
microcracks appear inside, the deformation develops

A
xi

al
 fo

rc
e W

 (k
N

)

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

100 200 300 4000
Time (s)

(a)

To
rq

ue
 M

T 
(N

·m
)

-10
-8
-6
-4
-2
0
2
4
6
8

10

100 200 300 4000
Time (s)

(b)

Figure 5:+e actual time history curve of a certain test with two-way and step-by-step loading. (a) Time history curve of axial force loading
step by step. (b) Time history curve of torque loading step by step.
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Figure 6: Ideal dynamic stress path and the certain dynamic stress path actually loaded. (a) Ideal circular dynamic stress path. (b) A cyclic
dynamic stress path of measured loading.

Table 2: Test plan.

Dry density, ρd (g/cm3) Deviatoric stress ratio (η) Mean principal stress, p (kPa) Consolidation state
1.62 0 50, 100, 200 Isotropic consolidation
1.62 0.2 50, 100, 200 Anisotropic consolidation
1.62 0.4 50, 100, 200 Anisotropic consolidation
1.52 0 50 Isotropic consolidation
1.52 0.2 50 Anisotropic consolidation
1.52 0.4 50 Anisotropic consolidation
1.44 0 50 Isotropic consolidation
1.44 0.2 50 Anisotropic consolidation
1.44 0.4 50 Anisotropic consolidation

Note. Deviatoric stress ratio, η � q/p, where p is the mean principal stress, q � 1/
�
2

√
(

�����������������������������

(σ1 − σ2)
2 + (σ2 − σ3)

2 + (σ3 − σ1)
2



).
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Figure 7: Curves of the dynamic compression modulus and dynamic shear modulus of compacted loess with different mean principal
stresses under a circular dynamic stress path (ρd�1.62 g/cm3). (a) Dynamic compressionmodulus curve ( η= 0). (b) Dynamic shear modulus
curve (η� 0). (c) Dynamic compression modulus curve (η� 0.2). (d) Dynamic shear modulus curve (η� 0.2). (e) Dynamic compression
modulus curve (η� 0.4). (f ) Dynamic shear modulus curve (η� 0.4).
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rapidly, and the dynamic modulus drops sharply. +e small
vertical dynamic stress will further compact the soil sample
at the initial stage, so part of the dynamic compression
modulus slightly increases in the initial stage of strain.
However, due to the combined action of shear stress, most
specimens exhibit compressive deformation until they fail
with increasing dynamic stress. +erefore, the rate of de-
crease of the dynamic compression modulus in the initial
stage of strain development is slower than that of the dy-
namic shear modulus.

3.2.=e Effect of Dry Density on Dynamic ShearModulus and
Dynamic Compression Modulus. Figure 8 shows the dy-
namic compression modulus curves and dynamic shear
modulus curves of different dry densities under the same
deviatoric stress ratio when the mean principal stress is
50 kPa. Figures 8(a), 8(c), and 8(e) show the variation curves
of the dynamic compression modulus with axial dynamic
strain when the deviatoric stress ratio is 0, 0.2, and 0.4,
respectively. Figures 8(b), 8(d), and 8(f ) shows the variation
curves of the dynamic shear modulus with shear strain when
the deviatoric stress is 0, 0.2, and 0.4, respectively. It can be
seen from the figure that the dry density has a significant
effect on the dynamic compression modulus of compacted
loess and has a slight effect on the dynamic shear modulus.
+e dynamic modulus of compacted loess gradually de-
creases with the development of dynamic strain, but in the
later stage of dynamic strain development, although the
dynamic stress and dynamic strain increase significantly, the
dynamic modulus eventually tends to a stable value, which is
usually defined as the residual dynamic modulus. Under the
same conditions, the dynamic compression modulus that
reaches the same dynamic strain increases with increasing
dry density, especially when the axial dynamic strain is less
than 1%, and the residual dynamic compression modulus,
which tends to be stable with the development of dynamic
strain, is relatively large. Under the same conditions, the
dynamic shear modulus reaching the same shear strain
increases slightly with increasing dry density and finally
tends to be basically the same as the residual dynamic shear
modulus with the development of dynamic shear strain. It
can be seen that that increasing the dry density of loess plays
an important role in improving the dynamic compression
modulus under axial strains below 1%, but the effect of
resisting dynamic shear deformation is not obvious.

3.3. =e Effect of the Deviatoric Stress Ratio on the Dynamic
Shear Modulus and Dynamic Compression Modulus.
Since the deviatoric stress ratio has roughly the same in-
fluence on the dynamic compression modulus curves and
dynamic shear modulus curves of compacted loess with
different dry densities, only the test result with a dry density
of 1.62 g/cm3 is used as an example for illustration, as shown
in Figure 9(a) and 9(b). It can be seen from the figure that the
deviatoric stress ratio has a certain effect on the dynamic
compression modulus curve and the dynamic shear mod-
ulus curve. When the deviatoric stress ratio is 0 and 0.2, the
dynamic compression modulus curves almost coincide.

However, when the deviatoric stress ratio reaches 0.4, the
dynamic compression modulus curve obviously improves.
Although the dynamic shear modulus curve also shows the
same rule, the increase in the dynamic shear modulus is
relatively small. Existing studies have shown that the initial
structural of undisturbed loess are easily destroyed by in-
creased deviatoric stress, so the dynamic modulus of un-
disturbed loess decreases with the increase of the deviatoric
stress ratio under cyclic torsional shear. +e samples used in
this test are all compacted loess, and the original structure
has been destroyed during sample preparation, so the degree
of compaction and the bite force between particles have
become the main factors affecting the dynamic modulus
[27]. Because the increase in the deviatoric stress ratio in-
creases the axial force, the larger deviatoric stress ratio causes
the soil sample to obtain a larger bite force in the consol-
idation stage; thus, the dynamic compression modulus and
dynamic shear modulus of the soil sample are increased.

3.4. Initial Dynamic Shear Modulus and Initial Dynamic
Compression Modulus under a Circular Dynamic Stress Path.
+e 1/Gd ∼ cd relationship curve obtained by equation (10)
is a straight line. When the dynamic shear strain cd or the
dynamic strain εdapproaches 0, the initial dynamic shear
modulus and the initial dynamic elastic modulus can be
obtained, that is, the reciprocal of intercept a, as shown in
equations (11) and (12). When the dynamic shear strain cd

or the dynamic strain εd approaches ∞, the maximum
dynamic shear stress and the maximum dynamic stress can
be obtained, that is, the reciprocal of the straight line slope b,
as shown in equations (13) and (14).

G0 � Gd|cd⟶ 0 �
1
a1

, (11)

E0 � Ed|εd⟶ 0 �
1
a2

, (12)

τdmax � τd|cd⟶ +∞ �
1
b1

, (13)

σdmax � σd|εd⟶ +∞ �
1
b2

. (14)

When the mean principal stress is 50 kPa, the initial
dynamic modulus and maximum dynamic stress of com-
pacted loess with different dry densities and deviatoric stress
ratios under the action of the circular dynamic stress path
are shown in Table 3. Except for individual data, the
maximum axial dynamic stress and the maximum dynamic
shear stress increase with increasing dry density and
deviatoric stress ratio of the compacted loess under the same
conditions. +e initial dynamic compression modulus and
initial dynamic shear modulus of compacted loess increase
with increasing dry density. When the deviatoric stress ratio
is 0, 0.2, and 0.4, the initial dynamic compression modulus
and the initial dynamic shear modulus of compacted loess
with a dry density of 1.62 g/cm3 compared to 1.44 g/cm3

increases percentage as shown in Table 4. +e average

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Under Circular Dynamic Stress Paths... M. A. Ansari et al.172



ρd=1.62g/cm3

ρd=1.52g/cm3

ρd=1.44g/cm3

D
yn

am
ic

 co
m

pr
es

sio
n 

m
od

ul
us

E d
 (M

Pa
)

0

10

20

30

40

50

60

0.2 0.4 0.6 0.8 1.0 1.2 1.40.0
Axial strain εd (%)

(a)

ρd=1.62g/cm3

ρd=1.52g/cm3

ρd=1.44g/cm3

D
yn

am
ic

 sh
ea

r m
od

ul
us

 G
d (

M
Pa

)

0

10

20

30

0.5 1.0 1.5 2.0 2.5 3.00.0
Shear strain γd (%)

(b)

ρd=1.62g/cm3

ρd=1.52g/cm3

ρd=1.44g/cm3

D
yn

am
ic

 co
m

pr
es

sio
n 

m
od

ul
us

E d
 (M

Pa
)

0

10

20

30

40

50

60

0.2 0.4 0.6 0.8 1.0 1.2 1.40.0
Axial strain εd (%)

(c)

ρd=1.62g/cm3

ρd=1.52g/cm3

ρd=1.44g/cm3

D
yn

am
ic

 sh
ea

r m
od

ul
us

 G
d (

M
Pa

)

0

10

20

30

0.5 1.0 1.5 2.0 2.5 3.00.0
Shear strain γd (%)

(d)

ρd=1.62g/cm3

ρd=1.52g/cm3

ρd=1.44g/cm3

D
yn

am
ic

 co
m

pr
es

sio
n 

m
od

ul
us

E d
 (M

Pa
)

0

10

20

30

40

50

60

0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.80.0
Axial strain εd (%)

(e)

ρd=1.62g/cm3

ρd=1.52g/cm3

ρd=1.44g/cm3

D
yn

am
ic

 sh
ea

r m
od

ul
us

 G
d (

M
Pa

)

0

10

20

30

0.5 1.0 1.5 2.0 2.5 3.0 3.50.0
Shear strain γd (%)

(f )

Figure 8: Curves of the dynamic compression modulus and dynamic shear modulus of compacted loess with different dry densities
under a circular dynamic stress path (p � 50 kPa). (a) Dynamic compression modulus curve (η� 0). (b) Dynamic shear modulus
curve (η� 0). (c) Dynamic compression modulus curve (η� 0.2). (d) Dynamic shear modulus curve (η� 0.2). (e) Dynamic com-
pression modulus curve (η� 0.4). (f ) Dynamic shear modulus curve (η� 0.4).
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amplitude of the initial dynamic compressive modulus in-
crease is higher than the dynamic shear modulus. With the
increase in the deviatoric stress ratio, the initial dynamic
compression modulus and initial dynamic shear modulus of
compacted loess also increase. When the dry density is
1.62 g/cm3, 1.52 g/cm3, and 1.44 g/cm3, the initial dynamic
compression modulus and the initial dynamic shear mod-
ulus of compacted loess with a deviatoric stress ratio of 0.4
compared to 0 increases percentage as shown in Table 5.+is
indicates that increasing the dry density and deviatoric stress
ratio of compacted loess can greatly improve the bidirec-
tional initial dynamic modulus, which is beneficial to the
seismic resistance of soil under circular dynamic stress.

3.5. Dynamic Shear Damping Ratio and Dynamic Compres-
sion Damping Ratio under the Action of a Circular Dynamic
Stress Path. According to the principle of the equivalent dy-
namic visco-elastoplasic model, the 10th cycle of dynamic load
applied to each stage is selected, and the hysteresis curve of each
cyclic stress-strain relationship can be drawn. Most of the
hysteresis curves are approximately elliptical, and the shear
stress-strain relationship is taken as an example for illustration,
as shown in Figure 10. +e torsional damping ratio λτ is
defined as equation (15).+e dynamic stress-strain relationship

in the axial direction is similar to that in the torsion-shear
direction, so the axial damping ratio λz is similar.

λτ �
1
4π
ΔS
S

. (15)

In the formula, ΔS is the energy lost in a cycle, that is, the
total area of the approximate ellipse. S is the elastic strain
energy, that is, the area of ΔOAB.

+e curves of the dynamic compression damping ratio and
dynamic shear damping ratio of compacted loesswith threemean
principal stresses of 50kPa, 100kPa, and 200kPa under a circular
stress path are calculated and analyzed when the dry density is
1.62g/cm3 and the deviatoric stress ratio is 0, 0.2, and 0.4, re-
spectively. Since the mean principal stress has roughly the same
effect on the damping ratio under the same deviatoric stress ratio,
the semilogarithmic curve of the damping ratio and strain with a
deviatoric stress ratio of 0.2 is only taken as an example, as shown
in Figure 11. It can be seen from the figure that the dynamic
compression damping ratio and dynamic shear damping ratio
can be fitted by equations (16) and (17), respectively:

λz � kzlog εd(  + lz, (16)

λτ � kτlog cd(  + lτ , (17)
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Figure 9: Curves of the dynamic compression modulus and dynamic shear modulus of compacted loess with different deviatoric stress
ratios under a circular dynamic stress path (ρd�1.62 g/cm3). (a) Dynamic compression modulus curve. (b) Dynamic shear modulus curve.

Table 3: Initial dynamic compression modulus and initial dynamic shear modulus of compacted loess with different dry densities and
deviatoric stress ratios.

Dry density ρd � 1.62 g/cm3 ρd � 1.52 g/cm3 ρd � 1.44 g/cm3

Deviator stress
ratio

Dynamic modulus
σdmax
(kPa)

E0
(MPa)

τdmax
(kPa)

G0
(MPa)

σdmax
(kPa)

E0
(MPa)

τdmax
(kPa)

G0
(MPa)

σdmax
(kPa)

E0
(MPa)

τdmax
(kPa)

G0
(MPa)

η� 0 105.9 33.78 57.8 11.36 87.6 23.36 43.5 10.09 83.6 18.48 40.5 8.55
η� 0.2 95.9 36.76 56.8 11.47 96.1 26.46 54.0 11.40 86.6 26.74 45.4 10.62
η� 0.4 133.3 44.44 70.8 16.26 104.1 43.86 55.2 16.86 103.9 33.78 53.4 10.29
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Table 4: +e percentage increase of the initial compressive modulus and initial shear modulus of compacted loess when the dry density is
1.62 g/cm3 compared to 1.44 g/cm3 at different deviator stress ratios.

Deviator stress ratio
Dynamic modulus

Relative increase percentage of E0 (%) Relative increase percentage of G0 (%)

η� 0 82.8 32.9
η� 0.2 37.5 10.2
η� 0.4 31.6 58.0

Table 5: +e percentage increase of initial compressive modulus and initial shear modulus of compacted loess with different dry density
when deviator stress ratio η� 0.4 compared to η� 0.

Dry density
Dynamic modulus

Relative increase percentage of E0 (%) Relative increase percentage of G0 (%)

ρd � 1.62 g/cm3 31.6 43.1
ρd � 1.52 g/cm3 87.8 67.1
ρd � 1.44 g/cm3 82.8 20.4

λ=(1/4π)(ΔS/S)

ΔS

O
S

A

B

G0

Gd

τd

γd

ΔS

S

Figure 10: Schematic diagram of the hysteresis loop and damping ratio calculation.
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Figure 11: Scatter plot of the dynamic compression damping ratio and dynamic shear damping ratio of compacted loess with different mean
principal stresses under the circular stress path (η� 0.2). (a) Dynamic compression damping ratio. (b) Dynamic shear damping ratio.
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where εd is the axial dynamic strain, cd is the dynamic shear
strain, kz is the slope of the fitted straight line in the
λz ∼ log(εd) graph, lz is the intercept of the fitted straight
line in the λz ∼ log(εd) graph, kτ is the slope of the fitted
straight line in the λτ ∼ log(cd) graph, and lτ is the intercept
of the fitted straight line in the λτ ∼ log(cd) graph.

+e dynamic compression damping ratio and dynamic
shear damping ratio of compacted loess both increase with
increasing dynamic strain. +e slope of the straight line kz is
obviously larger than kτ , indicating that the dynamic
compression damping ratio increases faster than the dy-
namic shear damping ratio with the development of dy-
namic strain. However, the dynamic shear damping is larger
than the dynamic compression damping ratio when it
reaches the same dynamic strain at the beginning of the
dynamic load. As the strain develops, the two eventually
reach approximately 0.3 and become stable. It can be seen
from the figure that the mean principal stress has a certain
effect on the dynamic compression damping ratio and the
dynamic shear damping ratio. Under the same conditions,
the dynamic compression damping ratio reaching the same
dynamic strain increases with increasing mean principal
stress, and the dynamic shear damping ratio decreases with
increasing mean principal stress.

In order to analyze the influence of dry density on
damping ratio of compacted loess under circular dynamic
stress path, the λz ∼ log(εd) curve and λτ ∼ log(cd) curve
of compacted loess with different dry density at the same
deviatoric stress ratio are calculated when the mean prin-
cipal stress is 50 kPa. Due to the influence of dry density on
the damping ratio of compacted loess is almost the same at
the same deviatoric stress ratio, only the semilogarithmic
curve of the damping ratio and strain with a deviatoric stress
ratio of 0.4 is taken as an example for illustration, as shown
in Figure 12. It can be seen from the figure that the scatter
points of the dynamic compression damping ratio and

dynamic shear damping ratio of different dry densities are
concentrated in a band-shaped area, which can be fitted with
the straight lines of equations (16) and (17), respectively, and
the slopes and intercepts of the two are close, indicating that
the dry density has no effect on the dynamic compression
damping ratio and the dynamic shear damping ratio of
compacted loess, which is similar to the conclusions ob-
tained by Wang et al. on the effect of dry density on the
damping ratio under unidirectional torsional shear [31].

In order to study the influence of deviatoric stress ratio
on damping ratio of compacted loess under circular dynamic
stress path, the λz ∼ log(εd) curve and λτ ∼ log(cd) curve
of compacted loess with different deviatoric stress ratios
under the same dry density are calculated when the mean
principal stress is 50 kPa. +e semilogarithmic curves of the
damping ratio and strain of the three deviator stress ratios
when the dry density is 1.62 g/cm3 are illustrated in Fig-
ure 13. It can be seen from the figure that when the dynamic
strain and shear strain are less than 1%, the dynamic
compression damping ratio and dynamic shear damping
ratio of compacted loess slightly increase with the increase of
deviator stress ratio. However, when the dynamic strain and
the shear strain exceed 1%, the influence of the deviatoric
stress ratio becomes more obvious. When the same strain is
reached, the larger the deviatoric stress ratio is, the smaller
the dynamic compression damping ratio and the dynamic
shear damping ratio are. +is is different from the research
results of Wang Zhijie and others on the damping ratio of
undisturbed loess under cyclic torsional shear [27]. +e
damping ratio of undisturbed loess increases obviously with
the increase of partial stress ratio under simple torsional
shear, which is consistent with the influence law of com-
pacted loess in this test when the strain is less than 1%.
However, when the dynamic strain is greater than 1%, the
bidirectional dynamic stress makes the soil particles more
prone to dislocation. +e decrease of soil particle contact
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Figure 12: Scatter plot of the dynamic compression damping ratio and dynamic shear damping ratio of compacted loess with different dry
densities under the circular stress path (η� 0.4). (a) Dynamic compression damping ratio. (b) Dynamic shear damping ratio.
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point increases the energy dissipation capacity of loess, but
the increase in deviator stress can accelerate the develop-
ment of dynamic strain and reduce the energy dissipation
capacity of loess.

4. Conclusions

In light of the fact that compacted loess is widely used as a
foundation and subgrade in engineering construction in
Northwest China, a hollow cylindrical torsion shear system
is used to apply dynamic stress in two directions step by step
to simulate the circular dynamic stress path caused by
earthquakes, traffic, waves, etc. +e effects of the mean
principal stress, dry density, and deviatoric stress ratio on
the dynamic compression modulus, dynamic shear modu-
lus, dynamic compression damping ratio, and dynamic
shear damping ratio of compacted loess are studied ex-
perimentally, and the main conclusions are summarized as
follows:

(1) Under the action of the circular dynamic stress path,
the mean principal stress has a significant effect on
the dynamic compression modulus and dynamic
shear modulus of compacted loess. When the same
shear strain is reached under the same conditions,
the greater the mean principal stress is, the larger the
dynamic compression modulus and dynamic shear
modulus are. +e dry density of compacted loess has
an obvious influence on the dynamic compression
modulus. Under the same conditions, the dynamic
compression modulus increases with increasing dry
density. +e effect of dry density on the dynamic
shear modulus is relatively weak, and the dynamic
shear modulus increases slightly with increasing dry
density. +e increase in the deviatoric stress ratio
from 0 to 0.2 has little effect on the dynamic

compression modulus and dynamic shear modulus
of compacted loess. When the deviatoric stress ratio
increases to 0.4, the dynamic compression modulus
and dynamic shear modulus increase significantly,
which is different from the influence of deviator
stress ratio on the dynamic shear modulus of un-
disturbed loess in the past.

(2) +e larger the dry density and deviatoric stress ratio
of compacted loess under the action of the circular
dynamic stress path, the larger its initial dynamic
compression modulus and initial dynamic shear
modulus, and the average amplitude of the increase
in the initial dynamic compression modulus is
greater than that of the increase in the initial dy-
namic shear modulus. +e greater the dry density
and deviatoric stress ratio, the greater the maximum
dynamic stress and maximum dynamic shear stress
of compacted loess, and the higher the dynamic
stress required for failure.

(3) Under the action of the circular dynamic stress path,
the dynamic compression damping ratio and the
dynamic shear damping ratio of the compacted loess
can be well fitted by a straight line in semilogarithmic
coordinates with the strain, and the damping ratio
increases with increasing strain, finally stabilizing at
approximately 0.3. +e dynamic compression
damping ratio increases with increasing mean
principal stress, and the dynamic shear damping
ratio decreases with increasing mean principal stress.
Dry density has no effect on the dynamic com-
pression damping ratio and dynamic shear damping
ratio of compacted loess. +e deviatoric stress ratio
has little effect on the dynamic compression
damping ratio and dynamic shear damping ratio
under small values of strain. When the dynamic
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Figure 13: Scatter plot of the dynamic compression damping ratio and dynamic shear damping ratio of compacted loess with different
deviatoric stress ratios under the circular stress path (ρd�1.62 g/cm3). (a) Dynamic compression damping ratio. (b) Dynamic shear damping
ratio.
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strain exceeds 1%, the greater the deviator stress is,
the smaller the dynamic compression damping ratio
and the dynamic shear damping ratio.
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A R T I C L E  I N F O

Keywords: 
U-shaped heat-pipe 
Coefficient of performance 
Energy recovery 
Dehumidification 

A B S T R A C T

Given the shortage of energy sources and the environmental consequences of high energy consumption, the 
adoption of energy-efficient heating, ventilation, and air conditioning (HVAC) systems is essential to reduce 
energy consumption in buildings. The purpose of this study is to examine if a finned U-shaped heat pipe heat 
exchanger (HPHE) may be employed in a vertical design to reduce cooling and reheating in an HVAC system 
and save energy. The effectiveness of the U-shaped HPHE, the HVAC system's coefficient of performance (COP) 
when utilised in conjunction with the U-shaped HPHE, and dehumidification capability are all discussed in this study.
The U-shaped HPHE was installed at the cooling coil's input fresh airstream ducts, with one- and two-row versions 
arranged in eight heat pipes per row being tested. In the evaporator section, the fresh air temperature and velocity 
were adjusted to 30 and 45 degrees Celsius and 1.5 and 2.5 metres per second, respectively. The results show that 
the two-row Ushaped HPHE has a significant impact on the precooling and reheating processes in the HVAC system 
when compared to the one-row design.When compared to HVAC without HPHE, the two-row U-shaped HPHE can 
improve the coefficient of performance (COP) by 39.9%. At 0.080 m3/s air volume, the maximum energy savings for 
precooling and reheating were 288.1 and 340.2 W, respectively, and can reduce relative humidity by 21.6 percent. 
According to the findings, the U-shaped heat pipe has succeeded in becoming a solution for an HVAC system that 
requires cooling to reheat.

◦

Introduction 

Increasing population and economic growth combined with global 
and local climate change conditions have encouraged the increasing 
demand for building cooling energy [1]. In a tropical climate with hot 
temperature and high relative humidity, heating, ventilating, and air- 
conditioning (HVAC) systems are required for maintaining a comfort-
able room in buildings [2]. Humidity control is essential for maintaining 
comfortable and healthy conditions for occupants in a building [3]. 
However, the energy consumed for cooling residential buildings is the 
most consumed in the world [1]. Further, in commercial buildings, the 
operating power cost of HVAC systems accounts for approximately 
40–60% of the total energy consumption in the building [3–6]. Ac-
cording to the ASHRAE standard, the ideal air temperature for human 
occupancy in a building should be between 20 and 28 ◦C [7] with a 
relative humidity of less than 65% [8]. However, with the worldwide 
outbreak of COVID-19 in early 2020, controlling its spread has become a 
major challenge [9]. As the air circulating in the room is essential for 

removing harmful particles from the environment [10], enhancing the 
ventilation system will be very useful. Similarly, demand for isolation 
rooms in hospitals has increased due to the COVID-19 pandemic, 
intensifying the need for a proper ventilation system in a hospital. Ac-
cording to ANSI/ASHRAE/ASHE Standard 170–2017 [11], the airborne 
infection isolation (AII) room in hospitals requires indoor air tempera-
ture in the range of 21–24 ◦C, a maximum relative humidity of 60%, and 
an air supply of approximately 12 air changes per hour (ACH), thus 
increasing the energy used to operate the HVAC system [9]. Therefore, 
efficient HVAC system utilization is necessary to reduce energy con-
sumption in buildings amid the supply difficulties of energy sources and 
the environmental impacts of high energy use [4,9]. Recovery of waste 
heat from the HVAC system can obtain a more efficient system [12], 
significantly reducing the energy consumption of HVAC systems 
[9,13–15]. 

In a conventional HVAC system, fresh air is cooled to a dew-point 
temperature using a cooling coil. However, this decrease in air tem-
perature increases the air relative humidity. Therefore, it is necessary to 
conduct a dehumidification process. The common solution to reduce air 
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relative humidity is to increase the heat [16]. Therefore, additional 
energy is required to operate the electric heater and achieve the required 
relative humidity. 

Heat pipes, fixed plates, rotary wheels, and run-around systems are 
some types of heat recovery equipment used to recover waste heat in 
buildings [9,17,18]. However, when viruses or harmful particles spread 
via airborne transmission, heat recovery devices can only be applied if 
there is no possibility of leakage between the fresh air and exhaust air 
side components [11]. Heat pipes have the advantage of no cross- 
contamination between the fresh air and exhaust air side of air 
ducting [9,17]. Many researchers have investigated the utilization of a 
straight heat pipe heat exchanger (HPHE) as a precooling device in 
HVAC systems [5,6,9,19–22], and the results show that its use can 
significantly reduce the energy consumption of HVAC systems. The 
working principle of room conditioning with the HVAC system is to cool 
fresh air below its dew point temperature and then reheating the cold air 
to meet the temperature and relative humidity suitable for the room. 
Therefore, using a straight HPHE for precooling the fresh air is insuffi-
cient to reduce energy consumption in the HVAC system. 

Xiao-Ping et al. [23] conducted an experimental study using a 
straight thermosyphon HPHE by placing the evaporator side on the fresh 
air inlet before passing through the cooling coil, and the condenser side 
was placed on the cold air side after passing through the cooling coil. 
The air duct was designed in a U shape, allowing air to enter through the 
evaporator and condenser of the thermosyphon HPHE before entering 
the room. Thus, the straight thermosyphon HPHE can act as a precooling 
and reheating device to control the relative humidity. Thermosyphon 
HPHE consists of three rows with eight heat pipes per row and is 
equipped with fins. The working fluid used was R-22 with a filling ratio 
of 60%. The results showed that the cooling capacity increased by 
approximately 20–32.7%, and the condenser of the HPHE can be used as 
a reheater to control the relative humidity below 70%. The same 
configuration of ducting with thermosyphon HPHE as a precooler and 
reheater on HVAC systems was also used by Yau [24]. The results 
showed that the overall sensible heat ratio (SHR) decreased from 0.688 
to 0.188 due to the increase in air inlet temperature. However, the use of 
a U-shaped duct configuration is complicated in its application. 

A wrap-around or U-shaped heat pipe heat exchanger could be a 

solution to HVAC systems requiring cooling and reheating [16,25,26]. 
The wrap-around or U-shaped configuration has many advantages over 
straight-type HPHE in applications for precooling and reheating fresh 
air, such as easy installation in a single air duct passage and compact size 
[27]. The evaporator side of the heat pipe was placed in the inlet duct 
before the cooling coil, the condenser side was placed in the inlet duct 
after the cooling coil, and the adiabatic side was wrapped around the 
cooling coil between the evaporator and condenser side of the heat pipe. 
Jouhara and Meskimmon [28] investigated the relationship between 
effectiveness and air flow velocity of an HPHE wrap-around loop heat 
pipe (WLHP) in the air handling unit. The WLHP consisted of seven 
individual loop heat pipes single row that contain refrigerant R134a as 
the working fluid. It was equipped with continuous aluminium fins in 
the condenser and evaporator section, and the adiabatic part was 
wrapped around the electric heater. The heat pipe design was typical as 
used in air conditioning systems for wrapping around the cooling coil, 
but in this test, an electric heater was used and located after the 
condenser section of the heat pipe instead of a cooling coil to reverse the 
temperature difference on the precool and reheat sides. Tests were 
carried out at six different volume air flow rates in the face velocity 
range of 1.65 m/s–2.5 m/s. The result showed that the effectiveness 
increased as the velocity was reduced, and the highest effectiveness of 
precooling and reheating was 27.2%. Jouhara and Ezzuddin [29] 
observed the performance of a single wraparound loop heat pipe 
(WLHP) charged with R134a. The heat pipe was made of copper which 
had two passes in the evaporator and condenser sections; each pass was 
330 mm in length with an inner tube diameter of 11.2 mm. In this 
experiment, an electric heater was used to heat the evaporator side, 
while the condenser section was cooled by water using a 2-shell pass and 
tube heat exchanger. From the test results, the average value of the heat 
pipe effective thermal resistance was at 0.048 ◦C/W. 

Kakkar [27] investigated the potential of U-shaped HPHE in HVAC 
systems. U-shaped heat pipes were arranged in two rows, with five heat 
pipes per row arranged inline, and the heat pipes were placed hori-
zontally in the ducting. The heat pipe diameter was 15.9 mm, and the 
total length of the heat pipe was 920 mm and was equipped with fins. 
The results show that the U-shaped heat pipe’s moderate effectiveness 
was in the range of 0.22–0.42 under varying operating conditions. 
Jouhara and Meskimmon [26] applied a WLHP to increase the energy 
efficiency in the dehumidification process. In this study, water was 
compared with R134 as the working fluid. According to the experi-
mental results, using water can increase the efficiency by 18% compared 
to conventional refrigerant R134, and the maximum thermal effective-
ness of R134a was 19.9%, while that of water was 23.6%. The results 
show that water can be used as a working fluid for the wrap-around heat 
pipe and enhance the heat transfer effectiveness. Kusumah et al. [17] 
evaluated the use of unfinned U-shaped HPHE in an HVAC system for 
precooling and reheating air to meet temperature and relative humidity 
room standards. The highest amount of heat recovery was 2190.43 kJ/ 
hour, and the efficiency was 7.64%. Jouhara [30] also investigated the 
economic potential of utilizing wrap-around or U-shaped heat pipes in 
building HVAC systems. The result proved that wrap-around heat pipes 
had significant energy and cost savings in cooling and heating for 
ventilation. 

Literature reviews have shown that a heat pipe heat exchanger in 
various configurations in a building can enhance performance and 
reduce energy consumption in cooling and reheating HVAC systems. 
However, new developments related to U-shaped heat pipe applications 
still need to be developed for a wide range of applications. 

This study investigates the utilization of a finned U-shaped heat pipe 
heat exchanger in a vertical configuration to reduce cooling and 
reheating energy consumption in an HVAC system. The effectiveness of 
the U-shaped HPHE, coefficient of performance (COP) of the HVAC 
system coupled with U-shaped HPHE, and dehumidification capability 
are presented in this paper. The effect of fresh air temperature and ve-
locity across the evaporator section was investigated for one- and two- 

Nomenclature 

T Temperature, [◦C] 
ṁ Mass flow rate, [kg/s] 
cp Specific heat, [kJ/kg.K] 
qprecooling Cooling recovery energy, [W] 
Qreheating Heating recovery energy, [W] 
COP Coefficient of performance, [–] 
CEFcooling Combined Efficiency of cooling system or COP 

combine of HVAC with U-shaped HPHE, [–] 
S Associated error 
v Velocity, [m/s] 
Δ Difference 

Special characters 
ε Effectiveness, [–] 

Subscripts 
e Evaporator side of HPHE 
c Condenser side of HPHE 
e, U-in Fresh air inlet (evaporator inlet section) 
e, U-out Fresh air outlet (evaporator outlet section) 
c, U-in Exhaust air inlet (condenser inlet section) 
c, U-out Exhaust air outlet (condenser outlet section)  
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row configurations of the U-shaped HPHE to determine the best 
configuration. 

Methodology 

U-shaped heat pipe design

Conventional HVAC systems consist of a cooling coil and reheat coil 
used to overcool fresh air and reheat the overcooled air to bring to the 
required supply temperature and relative humidity [30]. The U-shape or the 
wrap-around heat pipe is ideal for an HVAC system that requires cooling 
with reheating. A U-shaped heat pipe heat exchanger (HPHE) consists of a 
group of individual closed U-shaped tubes containing a wick structure in the 
tube’s inner surface and uses the phase change of the fluid to transfer heat 
from the evaporator flow through the adiabatic to the condenser side 
[14,17]. In a U-shaped HPHE mounted on the inlet duct, the evaporator side 
is placed on the airstream before passing through the cooling coil, which is 
placed on the airstream after passing through the cooling coil, while the 

adiabatic side is placed on the upper side wrap around the cooling coil, as 
shown in Fig. 1. Fresh air with higher temperature flows through the 
evaporator side of the U-shaped HPHE, causing heat to be absorbed, and the 
fluid within the tube changes to vapor and moves to the adiabatic side and 
then to the condenser. This process causes the fresh air temperature that 
passes through the HPHE evaporator to decrease, decreasing the cooling 
energy. 

The cold air from the cooling coil flows past the HPHE condenser side, 
causing the vapor in the tube to condense and release heat. This process 
causes the vapor to change back into the liquid state and flow to the HPHE 
evaporator side. This process continuously repeats as long as there is a 
temperature differential between the heat pipe evaporator and condenser 
[16]. The U-shaped heat pipe not only precools the fresh air by absorbing 
heat and dissipating it into the environment, but processes of the U-shaped 
heat pipe recovers the released heat for reheating. Precooling the air reduces 
the energy required for the cooling coil. Further, the reheating capability 
improves the dehumidification function of an HVAC system [16]. 

In this research, U-shaped heat pipes were installed in the ducting with a 

Fig. 1. Placement of U-shaped HPHE in the ducting (a); temperature and relative humidity measuring points (b).  
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configuration as shown in Fig. 2, to reduce cooling and reheating energy 
consumption in an HVAC system. The U-shaped heat pipe was equipped 
with sintered copper of wick structure on the tube’s inner surface, aiming to 
produce a capillary-driven pump for returning the working fluid from the 
condenser to the evaporator [15,31], thus the U-shape heat pipe equipped 
with a wick structure can work properly even though against gravity. The U- 
shaped heat pipes used in the experiment were made of copper, with a total 
length of 710 mm and outer diameters of 10 mm. Internally, the pipes 
contained a wick structure of sintered copper, filled with water with a filling 
ratio of 50%. The length of the evaporator and condenser was 160 mm, 
while the adiabatic side was 390 mm. The U-shaped HPHE had eight heat 
pipes per row. The heat transfer area of the evaporator and condenser sides 
was enhanced with aluminum continuous wavy fins having a fin thickness 
of 0.105 mm and a spacing of 2 mm. The adiabatic side was isolated using 
glass wool to ensure no heat loss. Tests were carried out with one- and two- 
row configurations to evaluate the effectiveness of the U-shaped HPHE and 
its effect on HVAC system performance. The two rows of the U-shaped 
HPHE were arranged in a staggered configuration with a longitudinal 
spacing between the heat pipe of 22 mm and transverse spacing of 25 mm. 

Experimental setup 

The prototype test model equipped with measurement devices and a 
control system consists of a conditioned room, fresh airstream duct, 
exhaust airstream duct, inlet fan, outlet fan, cooling coil, and electric 
heater, as shown in Fig. 2. In the ducting, fresh air was cooled by passing 
it to a cooling coil device containing flowing chilled water. The chilled 
water supplied by a mini chiller was pumped into the cooling coil to 
absorb heat from the fresh air. After exiting the cooling coil device, the 
water was flown back into the water tank to be cooled again before 
flowing into the cooling coil to repeat the process. In this experiment, a 
mini chiller, consisting of a refrigerated coil submerged directly into the 
water tank, compressor, condenser, and expansion device, was used to 
cool the water [9]. 

The U-shaped HPHE was installed at inlet airstream ducts, with 
0.2x0.16 m2 section areas, of the air handling unit. The fresh air 

temperature across the evaporator section was varied in the range of 
30–45 ◦C by a customized 6000-W heater, which was equipped with a 
proportional-integral temperature controller. In contrast, the heating 
load of the room was maintained at 200 W by two electric heaters. The 
air temperatures at each section were measured using type K thermo-
couples connected to the NI 9214 module and a data acquisition device 
(NI cDAQ-9174). The accuracy of the temperature sensor was ± 0,01 ◦C. 
The fresh air duct was equipped with an axial fan to blow fresh air into 
the room. The fresh air velocity across the evaporator section of the U- 
shaped HPHE was varied between 1.5 and 2.5 m/s. The air velocities 
were measured at the center of the duct using a hotwire anemometer 
(Lutron AM-4204) with an accuracy of ± 0.1 m/s. 

The compressor power was calculated by measuring the electric 
current using a panel meter Autonic MT4Y connected to the NI 9207 
module. The voltage was adjusted by a voltage regulator. At each point, 
the air relative humidity was measured using the RH sensor Autonic 
THD-DD1-V with an accuracy of ± 2% and recorded using the NI 9207 
module, which was connected to a data acquisition device (NI cDAQ- 
9174). The experimental setup used in this study is shown in Fig. 3. 

U-shaped HPHE performance

The measuring points for observing the performance of the U-shape
of the HPHE are shown in Fig. 1(b). The U-shaped HPHE performance 
can be evaluated based on sensible effectiveness. Sensible effectiveness 
is the ratio of the actual temperature difference across the evaporator or 
condenser section of a U-shaped heat pipe divided by the maximum 
temperature difference between the fresh air entering the evaporator 
side and air entering the condenser side of the heat pipe, which is rep-
resented by Eq. (1) [23,24,26,32]. 

ε =

(
Te,U− in − Te,U− out

)

(
Te,U− in − Tc,U− in

) or ε =

(
Tc,U− in − Tc,U− out

)

(
Te,U− in − Tc,U− in

) (1) 

Eq. (1) only applies to cases where there is no condensed water vapor 
in the evaporator side or condenser side of the heat pipe, where the 

Fig. 2. Prototype test model and design of U-shaped HPHE [9].  
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temperature difference on the evaporator side (Te,U-in -Te,U-out) and the 
temperature difference on the condenser side (Tc,U-out -Tc,U-in) has the 
same value. If condensation occurs on the evaporator side and under 
extreme conditions, the energy balance ensures that the evaporator’s 
heat transfer rate and the condenser side remain constant. However, the 
heat transfer on the evaporator side consists of sensible and latent, while 
the heat transfer on the condenser side is sensible only so that the 
temperature rise on the condenser side (Tc,U-out -Tc,U-in) is greater than in 
the evaporator side (Te,U-in -Te,U-out) [30]. In the use of the U-shaped 
HPHE, the precooling and reheating processes coincide. Therefore, en-
ergy savings could be obtained for both processes using Eqs. (2) and (3) 
[23,24,32]. 

qprecooling = ṁcp(Te,U− in − Te,U− out) (2)  

qreheating = ṁcp(Tc,U− out − Tc,U− in) (3) 

The total energy savings achieved by the U-shaped HPHE in the 
HVAC system are due to the precooling effect in the evaporator section 
and the reheating effect in the condenser section U-shaped HPHE. 

Effect of utilization U-shaped HPHE to HVAC performance 

The effect of U-shaped HPHE on cooling performance can be evalu-
ated by the coefficient of performance (COP), expressed as: 

COP =
Net cooling capacity of the cooling coil

Electric power consumption by the cooling coil
(4) 

The HVAC system performance after adding a U-shaped HPHE can be 
evaluated using the combined efficiency of the cooling system (CEF-
cooling) [18,32,33]. 

The enhancement of COP can be described using Eq. (7) as follows 
[34]: 

EnhancementofCOP =
COPwithU− shapeHPHE − COPwithoutHPHE

COPwithoutHPHE
× 100% (6)  

where: COPwithU− shapeHPHE = CEFcooling 

Experimental results and discussion 

U-shaped heat pipe heat exchanger performance

The effects of fresh air temperature, fresh air velocity, and the
number of row combinations on the U-shaped HPHE and HVAC per-
formance were evaluated experimentally. Each measurement combina-
tion was read at intervals of 30 min after steady-state conditions. Fig. 4 
(a) shows the temperature profile for a two-row U-shaped HPHE at a
fresh air velocity of 1.5 m/s. This figure shows that the U-shaped HPHE 
can reduce the temperature of fresh air (from Te,U-in to Te,U-out) before 
passing through the cooling coil device and simultaneously raise the 
overcooled air temperature in the condenser section (from Tc,U-out to Tc, 

U-in).
The highest temperature difference in the evaporator section or

precooling of 4.0 ◦C and condenser section or reheating of 4.5 ◦C was 
obtained with the two-row U-shaped HPHE. The fresh air inlet tem-
perature was 45 ◦C, and air velocity was 1.5 m/s. One-row U-shaped 
HPHE did not have a significant effect on precooling and reheating. The 
highest temperature decrease on the evaporator side was 0.9 ◦C, and the 
highest temperature rise on the condenser side was 1.1 ◦C. However, 
when the heat pipes were added in a two-row configuration, the U- 
shaped heat pipe provided a significant increase in the precooling and 
reheating effects. This improvement was caused by the increase in the 

number of rows, which increased the heat transfer area and enhanced 
the heat transfer coefficient between the air and the heat pipes in forced 

Fig. 3. Experimental setup [9].  

CEFcooling =
Net cooling capacity of HPHE + Net cooling capacity of the cooling coil

Electric power consumption by HPHE + Electric power consumption by cooling coil
(5)   

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Designing a Energy-Efficient HVAC System... P. K. Swain et al.184



convection, thereby increasing the effectiveness of the U-shaped HPHE. 
As a result, the heat transfer rate on the evaporator and the condenser 
side of the HPHE increases, enabling the temperature reduction on the 
evaporator side and the temperature rise on the condenser side [26]. 
Fig. 4(a) shows that at the same velocity, a higher inlet air temperature 
enhances the temperature decrease on the evaporator side (ΔTe) and the 
temperature rise on the condenser side of the HPHE (ΔTc), which shows 
that the heat absorbed by the heat pipe increases with the inlet air 
temperature on the evaporator side. 

The precooling and reheating energy recoveries are shown in Fig. 4 
(b) and Fig. 4(c), respectively. The highest precooling energy recovery
was 228.1 W for the inlet air volume of 0.08 m3/s, fresh air velocity 2.5
m/s, and fresh air temperature of 45 ◦C. Meanwhile, the lowest pre-
cooling energy recovery of the two-row U-shaped heat pipe was 108.7 W
for the inlet air volume of 0.048 m3/s, fresh air velocity 1.5 m/s, and
fresh air temperature of 30 ◦C. The highest reheating energy recovery
was 340.2 W for the inlet air volume of 0.08 m3/s, fresh air velocity 2.5
m/s, and fresh air temperature of 45 ◦C. The lowest energy recovery of
using the two-row U-shaped heat pipe was 162.8 W at an inlet air vol-
ume of 0.064 m3/s, intake air velocity of 2.0 m/s, and intake air tem-
perature of 30 ◦C.

Reheating of the overcooled air on the condenser side of the U-sha-
ped HPHE indirectly affects the dehumidification process. The relative 
humidity after passing through the condenser side of the U-shaped 
HPHE can be reduced significantly. Fig. 5(a) shows that the relative 
humidity can be reduced from 91.9 to 70.3% at an inlet air temperature 
of 45 ◦C and air velocity of 1.5 m/s, and from 93.2 to 75.7% at an inlet 

air temperature of 30 ◦C, using the two-row U-shaped HPHE. This result 
showed that no external energy was required to reheat the supply air 
stream for the given test conditions. The maximum air relative humidity 
decrease was 21.6%, and the lowest relative humidity decrease was 
17.5%, which was obtained using the two-row U-shaped HPHE. 

Fig. 5(a) shows the effect of fresh air inlet temperature variation on 
relative humidity at a constant fresh air inlet velocity of 1.5 m/s. Fig. 5 
(b) shows the effect of fresh air inlet velocity on relative humidity at a
constant fresh air inlet temperature of 45 ◦C. It can be concluded that the
HVAC system’s dehumidification capability, containing a U-shaped
HPHE, increased as air inlet temperature across the evaporator side
increased. Meanwhile, the variation of fresh air velocity on the evapo-
rator side does not affect the decrease in the air’s relative humidity.

The effect of the U-shaped HPHE on energy saving of the HVAC 
system can also be seen in the psycrometric diagram of Fig. 5(c) for the 
two-row U-shaped HPHE at a fresh air inlet temperature of 45 ◦C and 
inlet air velocity of 1.5 m/s. In the conventional HVAC system, the fresh 
air is cooled from points 1 to 3 by a cooling coil device and then reheated 
by the electric heater from points 3 to 4 [35]. In an HVAC system that 
uses U-shaped HPHE, the energy consumption of the conditioning room 
can be reduced. Processes 1–2 show the precooling process on the 
evaporator side (Te, U-in to Te, U-out) resulting from the U-shaped HPHE 
installation. Processes 2–3 are the overcooling process by the cooling 
coil. Processes and 3–4 show sensible reheating by the U-shaped HPHE, 
which indirectly decreases the relative humidity. In processes 1–2, there 
is a very small increase in the humidity ratio. Based on the condition that 
the increase in humidity ratio is small and not under extreme conditions, 
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Fig. 4. Temperature profile for the two-row U-shaped HPHE at an air velocity of 1.5 m/s (a); Precooling energy recovery by evaporator of U-shaped HPHE (b); 
Reheating energy recovery by condenser of U-shaped HPHE (c). 
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sensible effectiveness is used to investigate the U-shaped HPHE perfor-
mance [30]. The most effective precooling, reheating, and dehumidifi-
cation process was achieved in the two-row U-shaped HPHE at a fresh air 
inlet temperature of 45 ◦C and fresh air velocity of 1.5 m/s, as shown in 
Fig. 5(d). 

The U-shaped HPHE performance in terms of sensible effectiveness is 
shown in Fig. 6(a). The highest effectiveness of 12.4% was obtained in the 
two-row U-shaped HPHE at a fresh air inlet temperature of 35 ◦C and fresh 
air inlet velocity of 1.5 m/s. The lowest effectiveness of 0.6% was ob-
tained in the one-row U-shaped at a fresh air inlet temperature of 45 ◦C 
and fresh air inlet velocity of 2.5 m/s. The effectiveness of the one-row U- 
shaped HPHE is relatively low, but the implementation of the two-row 
configuration has a significant effect on the precooling, reheating, and 
dehumidification processes. Increasing the number of rows increases the 
heat transfer area and the heat transfer coefficient between the air and the 
heat pipe. Thus, the heat transfer rate through the heat exchanger in-
creases compared to the maximum heat available [26]. 

The effect of U-shaped HPHE on the HVAC performance 

Fig. 6(b) shows the effect of adding U-shaped HPHE on HVAC 
system performance. The test was conducted for the two-row U-shaped 

HPHE for various fresh air temperatures and velocities. The results 
showed that the addition of the U-shaped HPHE was able to increase 
the COP in the HVAC system significantly. In the room set, having the 
temperature in the range of 21–24 ◦C and the relative humidity of 
55–65%, COP increased from 2.3 to 3.3 when the HVAC system 
operated in the fresh air inlet temperature of 45 ◦C and fresh air ve-
locity of 2.5 m/s. These results confirmed that the COP increased from 
2.1 to 2.5 at average operating condition, enhancing the COP by 39.9% 
compared to a conventional air conditioner without U-shaped HPHE, as 
shown in Fig. 6(c). 

Uncertainty analysis 

The use of two rows in the U-shaped HPHE significantly enhances 
energy savings during the precooling and reheating processes. An un-
certainty analysis was conducted to determine the effectiveness and 
energy recovery obtained by the two-row U-shaped HPHE. From the 
calibration, the errors corresponding to (Te, U-in -Te, U-out) and (Te,in-Tc, U- 

in) were found to be ± 0.1 and ± 0.2 ◦C, respectively. The uncertainties 
in the energy recovery (Sε/qrecovery) calculation were evaluated 
assuming that specific heat (Cp) and air density (ρ) were constant, and 
there is no change in the ducting area (A). [9,36,37]. 
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Fig. 5. Air relative humidity versus fresh air inlet temperature at an air velocity of 1.5 m/s (a); Air relative humidity versus fresh air inlet velocity at an air inlet 
temperature of 45 ◦C (b); Psycrometric diagram of two-row U-shaped HPHE at an inlet air temperature of 45 ◦C and an inlet air velocity of 1.5 m/s (c); Air con-
ditioning process in the HVAC with two-row U-shaped HPHE at a fresh air inlet temperature of 45 ◦C and a fresh air velocity of 1.5 m/s (d). 
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From the analysis, the maximum uncertainty of effectiveness (Sε/ε) 
was ± 7.8%, and the maximum uncertainty of energy recovery (Sε/ 
qrecovery) was found to be ± 8.7%. The use of the two-row U-shaped 
HPHE could significantly reduce the relative humidity of the supply air. 

After calibration, the maximum error associated with the relative hu-
midity was ± 1.6%. 

Conclusions 

The potential energy savings in the cooling and reheating processes 
for dehumidification in an HVAC system combined with U-shaped heat 
pipe heat exchangers were investigated. The effectiveness of the one- 
row U-shaped HPHE was relatively low, but the application of two 
rows had a significant effect on the precooling, reheating, and dehu-
midification processes. The highest temperature difference in the 
evaporator section or precooling of 4.0 ◦C and condenser section or 
precooling of 4.5 ◦C was obtained with the two-row U-shaped HPHE at a 
fresh air inlet temperature of 45 ◦C and an air velocity of 1.5 m/s. The 
results show that the U-shaped HPHE can enhance the COP by 39.9% 
compared to the HVAC without HPHE. The highest effectiveness of 
12.4% was obtained for the two-row U-shaped HPHE. The highest en-
ergy saving for precooling and reheating was 288.1 and 340.2 W, 
respectively, at 0.080 m3/s air volume, and the relative humidity was 
reduced by 21.6%. The two-row U-shaped HPHE significantly affects the 
precooling and reheating processes in the HVAC system compared to the 
one-row configuration. The investigation confirmed that the U-shaped 
HPHE succeeded in reducing the energy consumed by the precooling 
and reheating processes of the HVAC system, enhancing its dehumidi-
fication capability. 
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1. Introduction

Rock mass is a complex geological body, and the existence of
structural planes such as fractures and joints is the source of
discontinuities, anisotropy, and heterogeneity in rock en-
gineering [1]. Consequently, mechanical properties of rocks
not only include elasticity and plasticity but also time-de-
pendent behavior. Several engineering studies have shown
that the failure and instability of rock mass does not occur
immediately after the excavation is completed. 'e defor-
mation characteristic of rock mass is affected by the stress-
strain state, and the deformation occurs and adjusts with
time continuously for a long period of time [2]. 'e time-
varying nature of the stress-strain state of a rock mass is
defined as the rheology of the rock mass. 'e indoor rhe-
ological test is a vital method for studying the rheological
mechanical properties of rocks, which includes two com-
monly used test methods.'e first method is the single-stage
loading method, where the sample is directly loaded to a
certain stress level during the test, which avoids the impact

of loading history. However, it is rarely used because it is
time consuming and requires many samples. 'e second
method is the step loading method in which the load is
divided into several levels during the test, and the rheological
test is performed until the predetermined load is loaded.
Although this method cannot avoid the impact of loading
history, it is convenient and timesaving; besides, it avoids the
effect of sample dispersion on the results of the rheological
test.

'e rheological properties of rocks comprise two aspects:
creep and stress relaxation. Since the step loading method is
convenient and timesaving, it is widely used in creep tests.
For example, Liu et al. [3], Song et al. [4], Xiao et al. [5], Xie
et al. [6], and Zhang et al. [7] used this method to perform
the creep test on different types of rocks. 'e existence of
structural planes significantly affects the mechanical prop-
erties of rock masses. Many researchers such as Xu et al. [8],
Shen et al. [9], Zhang et al. [10], Wang et al. [11], and Lin
et al. [12] used the step loading method to study the creep
characteristics of structural planes. By analyzing the effect of
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loading history on the deformation of rock specimens based
on the data obtained from shale multi-stage cyclic single-
pump compression creep tests, Xia et al. [13] proposed a
method for collating the creep test data.'e “Chen’s loading
method” proposed by Chen and Kang can be used to infer
the creep curve of the load under one-step loading through a
mapping method [14, 15]. 'is method can establish the
superposition relationship of the true deformation process,
and it has been widely accepted and used in geotechnical
rheology research globally.

Stress relaxation is another important aspect of rheology.
Roadways and underground engineering are often damaged
by relaxation of surrounding rocks, which is commonly
observed [16]. Stress relaxation uses a constant deformation
while the stress on the specimen is monitored as a function
of time, which is difficult to achieve in existing experimental
machines, so there are fewer experimental studies on stress
relaxation [17]. In addition, the current studies on stress
relaxation of rocks are mostly based on the creep test
method. For example, Yu et al. [18], Chen et al. [19], and
Paraskevopoulou et al. [20] performed uniaxial and triaxial
relaxation tests on cylindrical rock specimens using the step
loading method. Moreover, the step loading method is also
used to study the relaxation characteristics of structural
surfaces [21–24]. With the continuous improvement of test
equipment and technology along with the growing impor-
tance of stress relaxation in engineering, several researchers
are focusing on the stress relaxation characteristics of rocks.
'ey have implemented a test method that is similar to the
creep test, which is based on the step loading method.
However, the studies on the data processing methods for the
relaxation test under step loading are relatively scarce, e.g.,
like the data processing method of creep test, whether there
is a method to deduce the relaxation curve of one-time
loading through step loading have not been explored yet.

In engineering applications, the mechanical properties of
structural planes usually control the stability of the rock
engineering. Numerous studies have been carried out to
investigate the mechanical behaviors of structural planes of
rock mass [25–30]. In consideration on the complexity of
structural plane, literature usually simplifies the rough
structural plane into regularly dentate discontinuity with
different values of the slope angle. Patton [31] was the first
researcher in rock mechanics to relate the shear behavior of
joints to normal load and roughness. His work is based on an
idealized model of a joint in which roughness is represented
by a series of constant-angle triangles or saw-teeth. Barton
[32] has studied the behavior of natural rock joints and
proposed a criterion that is modified from Patton. Other
scholars also studied the mechanical properties of regular
toothed discontinuity with different values of the slope angle
in the past decades [24, 33–37]. Meanwhile, regular toothed
discontinuity can be found in practical engineering, such as
the headscarp of the Aishihik River Landslide [38].

To address this issue, cement mortar is used to artificially
cast the samples with regular toothed structural surfaces at
different angles to reduce the dispersion of test results. In
this study, first, the creep test and stress relaxation test under
step loading are performed on samples with regular toothed

structural surface. Simultaneous, we have conducted the
single-stage loading creep test and relaxation test under
corresponding shear stress levels. Furthermore, a data
processing method for the relaxation test under step loading
is deduced from a theoretical perspective considering the
influence of loading history, and the results are verified
based on the test data. 'en, the similarities and differences
between the creep curve and relaxation curve according to
the superposition principle are analyzed, and an appropriate
method for the relaxation test under step loading is pro-
posed. 'is knowledge resolves the outstanding issues of
creep and relaxation equivalence, thereby enriching the
theoretical understanding of rock mechanics.

2. Materials and Methods

2.1. Equipment. 'e test is performed on the CSS-1950 rock
biaxial rheological testing machine manufactured by
Changchun Testing Machine Research Institute at Tongji
University (Figure 1). 'e maximum vertical and horizontal
pressure applied by the testing machine are 500 and 300 kN,
respectively, and these pressures can be applied simulta-
neously or separately. 'e vertical and horizontal biaxial
deformation values of the sample can be measured simul-
taneously, where the measurement range is ±3mm and the
measurement accuracy is 0.001mm. 'e temperature and
humidity of the room remained essentially constant during
the test.

2.2. Sample Preparation. All samples were formed with the
same material, mixing ratio, and curing time to avoid large
dispersion of test results due to uneven sample materials.
'e dimensions of the complete cube sample and the regular
sample with the saw-tooth structure were
10 cm× 10 cm× 10 cm, where the length of single tooth in
the latter sample was 10mm and the number of tooth shapes
was 10 with three climbing angles: 10o, 30o, and 45o. 'e
schematics of the sample at 10o and 30o climbing angle are
shown in Figure 2. 'e model materials were slag silicate
32.5 R cement, standard sand, and water, and they were
mixed in water:cement:sand ratio of 1 : 2:4. 'is mixture was
then stirred. Subsequently, it was placed into a steel mold
and tapped to smoothen the surface for reducing the adverse
effects during the sample preparation. Finally, the sample
was disassembled after 24 h and cured for 28 days.

2.3. Testing and Loading Methods. 'ree complete cube
samples were taken for the uniaxial compression test to
obtain an average strength of 19.62MPa. Subsequently, 10%
and 20% of the average uniaxial compressive strength of the
complete cube sample, i.e., 1.962MPa and 3.924MPa, were
selected as the normal stress during the creep and relaxation
tests under the step loading and single-stage loading.

Before the creep and relaxation tests, three specimens
with climbing angles of 10o, 30o, and 45o were selected for
direct shear tests, and the peak values of the shear stress and
shear displacement curves were considered as the shear
strength. 'e average shear strength of the structural surface
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samples at different angles under different normal stress is
shown in Table 1. Step loading tests and single-stage loading
tests were performed on the samples at different stress levels.
'e shear stress applied in the creep and relaxation tests under
step loading were 40%, 60%, 80%, 90%, and 95% of the av-
erage shear strengthτmax of the structural surface at the re-
spective climbing angle. A schematic of the loading process is
shown in Figure 3(a). While conducting the creep and

relaxation tests under single-stage loading, a shear stress was
selected for the elastic phase and plastic phase of the stress-
strain curve because of the creep and relaxation characteristics
exhibited by the specimen in both these sections might be
different in the past research [10, 13]. Here, the applied shear
stress was 60% and 90% of τmax at the respective climbing
angle, and a schematic of the loading process is shown in
Figure 3(b). 'e details of the tests are as follows:

Figure 1: Snapshot of the test equipment.

50 mm

50 mm

10° 80°

10 mm

100 mm

(a)

50 mm

50 mm

30° 60°
10 mm

100 mm

(b)

(c) (d)

Figure 2: Ichnography of the dentate discontinuities and the sample preparation method: (a) section size of the 10° structural planes;
(b) section size of the 30° structural planes; (c) sample with a slope angle of 10°; (d) sample with a slope angle of 30°.
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(1) Figure 3(a) shows the schematic of the creep (re-
laxation) test under step loading. First, a normal
stress of 1.962MPa or 3.924MPa is applied and kept
constant. After the normal deformation is stabilized,
the shear stress is applied at a rate of 0.2 kN/s to 40%
of the shear strength τmax, i.e., point a. Subsequently,
the shear stress (the strainεa generated at this time) is
kept stable for 72 h, during which the strain (shear
stress) is increased (reduced) from point a to point c
(from a point to b point), following which the
specified shear stress is applied step by step at the
same rate, and the shear stress of each level (strain
generated under each level of shear stress) is
maintained for 72 h.

(2) Figure 3(b) shows a schematic of the creep test and
relaxation test under single loading. First, the
normal stress of 1.962MPa or 3.924MPa is applied
and kept constant. After the normal deformation is
stabilized, the shear stress is applied at a rate of
0.2 kN/s to 60% (or 90%) of the shear strengthτmax,
i.e., point a (or point b). 'e stress (or strain)
generated at this time constant is maintained for
72 h.

3. ProcessingMethod for the Rheological Curve

'e Boltzmann principle is commonly used when test
curves of single-stage loading are estimated based on that
of step loading, i.e., the total effect due to the external

factors at different times in a physical or mechanical
system to a certain time in the future is considered. If this
effect is linear, it can be processed using the Boltzmann
superposition principle. If a certain stress σ � σ(t) is
acting on the object, it can be discretized into a series of
single stress pulse acting on the object. According to the
Boltzmann superposition principle, the deformation of an
object is the comprehensive effect of these pulse stress
effects and the general constitutive equation for creep is as
follows:

ε(t) �
σ(t)

E0
+ 

t

− ∞
σ(τ)K(t − τ)dτ. (1)

'e general integral-type constitutive equation for re-
laxation can be derived as follows:

σ(t) � E0ε(t) − 
t

− ∞
ε(τ)R(t − τ)dτ, (2)

where E0 is the instantaneous elastic modulus and K(t − τ)

is the creep kernel function, which are determined by the
creep properties of the material; R(t − τ) is the relaxation
kernel function, which is determined by the relaxation
properties of the material [15, 39].

3.1. Finishing Method for the Creep Curve. 'e step loading
is often used in creep tests [5, 10, 35, 40]. It is a cascade
loading method with a step size of Δσ, which is a kind of
step loading method. A schematic of this loading method
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Figure 3: Schematic of the loading process: (a) step loading and (b) single loading.

Table 1: Average shear strength of structural plane.

Normal stress (MPa) Slope angle (°) Shear strength τmax (MPa)
1.962 10 1.69
1.962 30 2.60
1.962 45 3.57
3.924 10 3.40
3.924 30 4.40
3.924 45 5.59
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ε(Δt) �
nΔσ
E0

+ nΔσ 
Δt

0
K(t − τ)dτ

�
σ
E0

+ σ 
Δt

0
K(t − τ)dτ.

(3)

'is equation is a creep-type integral equation for
stress corresponding to one-time loading σ � n · Δσ in the
time interval Δt, which proves that the effect of step
loading is equal to that of the one-time loading
[14, 15, 39].

3.2. Derivation of the Processing Method for the Relaxation
Curve. Presently, the loading method of most relaxation
tests is the same as that of the creep test [18–22], i.e., step
loading method used to load the samples in steps of Δε,
and the loading method is shown in Figure 5. In this study,
the superposition method for the relaxation curve is
derived using a method similar to that for arranging the
creep data.

'e loading process in Figure 5 can be expressed by the
following equation:

ε(t) � Δεθ t − t0(  + Δεθ t − t1(  + Δεθ t − t2(  + · · ·

+ Δεθ t − ti(  + · · · + Δεθ t − tn( ,
(4)

where θ(t) is the Heaviside step function.
'e θ(t − ti) function is defined as follows: if (t − ti)≥ 0,

θ(t − ti) � 1; if (t − ti)≤ 0, θ(t − ti) � 0.
It can be simplified as θ(t − ti) � θi.
Equation (4) is substituted into the relaxation-type in-

tegral equation based on the Boltzmann principle of linear
superposition, i.e., equation (2) to obtain

σ(t) � Δε θ0 + θ1 + θ2 + · · · + θn( E0

− 

t

0

Δε θ0 + θ1 + θ2 + · · · + θn( R(t − τ)dτ.
(5)

If the test has been run until t≥ tn, then equation (5) is
equivalent to

σ(t) � Δε θ0 + θ1 + θ2 + · · · + θn( E0 − 
t

t0

Δεθ0R(t − τ)dτ

− 
t

t1

Δεθ1R(t − τ)dτ − · · · − 
t

tn

ΔεθnR(t − τ)dτ

� n · ΔεE0 − Δε
t

t0

θ0R(t − τ)dτ

− Δε
t

t1

θ1R(t − τ)dτ − · · · − Δε
t

tn

θnR(t − τ)dτ.

(6)

It is evident from equation (6) that under the load
function of strain shown in equation (4), the total relaxation
of material at time t is the sum of the stress increase amount
at each level minus the sum of the stress relaxation amounts
under the individual strain effects.

'e loading time is the same during the test, i.e.,

t1 − t0(  � t2 − t1(  � t3 − t2(  � · · · � tn − tn− 1(  � Δt.
(7)

Define n · ΔεE0 � ε · E0 � σ, and equation (6) can be
written as

σ(t) � n · ΔεE0 − nΔε
Δt

0
R(t − τ)dτ � σ − ε

Δt

0
R(t − τ)dτ.

(8)

'is equation is the relaxation-type integral equation for
one-time loading ε � n · Δε � n · (Δσ/E0) � σ/E0 in the time
interval ofΔt, which is similar to the integral equation for creep
under one-time loading. 'e superposition method of the
relaxation curve can be obtained by that of creep curve and the
derived relaxation-type integral equation of one-time loading.
It is evident from Figure 6 that material relaxation can be
caused by the loading of the level-1 strainΔε. From time t� 0 to
t� t1, material relaxation occurs under constant strain ε � Δε,
i.e., curve 1. If the next stage of strain Δε is not added when the
test reaches time t1, the material stress continues along the
dotted line of curve 1 because it has entered the regime of
steady state relaxation. At time t� t1, the material relaxes after
the level-2 strainΔε is loaded, i.e., curve 2. Considering the
effect of loading history and the derived integral equation
(equation (8)) of one-time loading, the amount of relaxation
generated by the level-2 strain Δε should be the area enclosed
by the relaxation curve (curve (2) of the level-2 strain Δε and
the relaxation curve (curve (1) of the level-1 strain Δε, i.e., the
hatched area A (which can be obtained by shifting the initial
point of the relaxation curve of the level-2 strain Δε to the end
point of the level-1 strain Δε).'en, the relaxation curve of
loading 2 Δε can be obtained by superimposing the hatched
area A on the relaxation curve 1 of the level-1 strain (the
superposition of the hatched area A and the area B), i.e., the
curve 3. Based on the Boltzmann superposition principle, the
superposition method for the relaxation curve derived
according to the creep superposition method can reflect the
loading process represented by equation (4).

is shown in Figure 4(a). 'e mapping method is used to 
establish the superposition principle for the true de-
formation process by implementing appropriate exper-
imental techniques. As shown in Figure 4(b), it can be 
applied regardless of whether the after effect is l inear or 
nonlinear. However, this method requires that the de-
formation into the steady state creep during the lower 
stage loading is equal to that during the various stages. 
Yang et al. [39] found that this method is also applicable 
when the load increments Δσi and loading times Δti are 
not equal at all levels, but the unsteady changes of 
rheological parameters are not considered.

'e c reep c urve s uperposition c an b e e xpressed as 
follows:
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4. Analysis of Test Results

'e stacking method for the step loading creep test has been
widely studied [4, 6, 8, 10, 13, 35, 40], so it will not be
repeated here. 'e step loading and single-stage loading
relaxation experiment are carried out on the 10°, 30°, and 45°
structural surfaces to verify the superposition method for
relaxation curve derived in the previous section.

4.1. Basic Law of Relaxation. When the normal stress is
3.924MPa, the entire process curve of step loading relax-
ation at each climbing angle on the structural surface is
shown in Figure 7. When the initial shear stress is within the
elastic range and plastic range of the stress-strain curve,
respectively, the single-stage loading relaxation curve of 45°
structural plane is shown in Figure 8. 'e following con-
clusions can be obtained from Figures 7 and 8:

(1) Figure 7 shows that when step loading relaxation
occurs, the initial shear stress level is the same, i.e.,
the value of τ0/τmax remains the same. 'erefore,
under the same normal stress, the initial shear stress
increases with the increase in the climbing angle,
resulting in a stepwise change in the relaxation
process curve.

(2) 'e shape of the relaxation curve under step loading
is similar to that under single-stage loading, and the
stress significantly decreases with time, which is
consistent with the general relaxation law of
materials.

(3) During the 72 h relaxation time, the stress of the step
loading and single-stage loading relaxation curve did
not relax to zero but approached a stable value.
'erefore, the relaxation curve appears as a con-
tinuous and incomplete stress relaxation.

(4) 'e stress relaxation curve can be roughly divided
into two phases based on the speed of relaxation:
attenuation relaxation and steady-state relaxation.

4.2. Comparison of the Test Results for Single-Stage Loading
and Step Loading. Considering the step loading relaxation
curve of 10° structural surface in Figure 7 as an example, the
superposition is performed on it according to the super-
positionmethod derived in Section 2, i.e., equation (8).'us,
the relaxation curves before and after the superposition can
be obtained. 'e relaxation curve clusters of 10° structural
surface under different shear stress level are shown in
Figure 9. Meanwhile, for verifying the superposition results
of the relaxation curve and considering that the relaxation
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Figure 4: Processing methods for creep curves: (a) the diagram of loading process; (b) deformation diagram.
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Figure 8: Relaxation curves of 45° discontinuities under single-stage loading: (a) τ0/τmax � 0.6; (b) τ0/τmax � 0.9.
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Figure 9: Relaxation curves of 10° discontinuities under different stress levels: (a) before superposition, τ0 � 3.924MPa; (b) after su-
perposition, τ0 � 3.924MPa.
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characteristics of the specimen in the elastic section and the
plastic section might be different, the relaxation curve in
elastic deformation sections and plastic deformation section
of the 10o structural planes was taken as example. When the
shear stress level of τ0/τmax is 0.6 and 0.9, the relaxation
curves with and without superposition treatment are shown
in Figure 10. 'e relaxation curve loaded to the shear stress
level of τ0/τmax � 0.6 and 0.9 in a single stage is also shown in
Figure 10.

At each shear stress level, the difference between initial
shear stress τ0 at the beginning of the relaxation test (i.e., at
t� 0) and the residual stress Δτ(t) � τ0 − τ(t) after time t is
defined as relaxation stress Δτ(t) � τ0 − τ(t), i.e.
Δτ(t) � τ0 − τ(t), where t is the relaxation time. 'e fol-
lowing inferences can be drawn from Figures 9 and 10:

(1) Relaxation stress Δτ(72) after 72 h relaxation at each
stress level can be calculated according to
Figure 9(a). It is evident that the relaxation curve
without superposition exhibits themaximumΔτ(72)

at the stress level of τ0/τmax � 0.9; the relaxation
curve after superposition exhibits the maximum
Δτ(72) at the stress level of τ0/τmax � 0.95. 'is is
attributed to the superposition process of relaxation
curve considers the effect of the stress levels of the
previous levels on the relaxation. 'erefore, after the
relaxation curve has undergone superposition
treatment, the relaxation stress Δτ(72) reaches its
maximum at the highest stress level τ0/τmax � 0.95,
which is different from the result without
superposition.

(2) Figure 10 shows that when the stress level is
τ0/τmax � 0.6, the maximum relaxation stress Δτ(72)

after relaxation curve superposition is greater than
that of the untreated curve because the relaxation
stress generated under the previous stress level is
considered. Besides, it is also greater than the re-
laxation stress generated by single-stage loading. 'e
results of the relaxation curve with superposition and
without superposition are quite different.

(3) 'e shape of the relaxation curve without super-
position is similar to that of the single-stage loading
relaxation curve, and the amount of stress relaxation
is close. For example, when the stress level is
τ0/τmax � 0.6, the relaxation stress Δτ(72) of the
relaxation curve without superposition is about
0.495MPa; the relaxation stress Δτ(72) of the single-
stage relaxation curve is about 0.451MPa, and the
difference between the relaxation stress of the two
curves is 0.044MPa. When the stress level is
τ0/τmax � 0.9, the relaxation stress of the relaxation
curve without superposition is about 0.584MPa; the
relaxation stress of the single-stage loading relaxa-
tion curve is about 0.669MPa, and the difference
between the relaxation stress of the two curves is
0.085MPa.

It is evident from the above points that whether it is in
the elastic phase (stress level is τ0/τmax � 0.6) or plastic phase

(stress level is τ0/τmax � 0.9), the shape of the relaxation
curve without superposition is similar to that of the single-
stage loading relaxation curve. Moreover, the difference in
stress relaxation between the two curves is extremely small,
which may be caused by the sample difference.

Although the materials, mixing ratio, and curing con-
ditions used in the sample preparation are same, it is difficult
to produce two identical samples. 'erefore, it can be
considered that the relaxation curve without superposition is
equivalent to that with single loading.'is implies that when
the relaxation test is performed under step loading, the
relaxation curve under each level of stress can reflect the
relaxation curve when the sample is loaded to the same stress
level at a single time without performing superposition on
the relaxation curve unlike the step loading creep test.

5. Difference between Creep Superposition and
Relaxation Superposition

For the creep test performed using the step loading method,
the superposition method for creep derived based on the
Boltzmann superposition principle has been widely used.
Here, the same loading method was used for the creep test to
perform the step loading relaxation test, and the superpo-
sition method for relaxation was derived based on the
Boltzmann superposition principle. However, through ex-
perimental comparison, founding that the single-stage
loading relaxation curve was very similar to the step loading
relaxation curve without superposition, it was quite different
from the relaxation curve with superposition treatment.
'erefore, if the difference in the test results caused by
sample variations is ignored, it can be considered that the
step loading relaxation curve without superposition can
reflect the relaxation curve of a single-stage load to the same
stress level. 'e cause of this phenomenon was analyzed
using the deformation-time curve of creep, the stress-time
curve of relaxation, and the stress-strain curve during creep
and relaxation processes, which is described as follows.
Figures 11 and 12 show the typical creep curve and relax-
ation curve of step loading, respectively. Considering the 45°
structural surface at normal stress of 1.962MPa as an ex-
ample, the shear stress-strain curve during the creep and
relaxation tests are shown in Figures 13 and 14, respectively.

It is evident from Figure 11 that the creep deformation
during step loading increases with time, and the deformation
first increases from point a to point b, and then to point c,
indicating a monotonically increasing trend. 'e typical
relaxation curve shown in Figure 12 indicates that the stress
decreases initially and then increases. For example, the first
level of strain is applied at t� 0, and the stress is at point a. If
the strain is kept constant, it increases with time, and the
stress varies from point a to point b. At t� t1, a second-level
strain is applied, and the stress is restored from point b to the
level of stress at t� 0, i.e., point a′, and then the stress in-
creases to point c. Stress does not exhibit a monotonically
decreasing or increasing trend. Furthermore, Figures 13 and
14 show that in the creep process, as the stress level increases,
the creep deformation increases continuously, exhibiting a
monotonically increasing trend. In the relaxation process,
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the deformation increases monotonically, but the stress first
increases, then decreases, and then increases, which is not a
monotonic variation.

'e Boltzmann superposition principle assumes that
when the total external effects at different times τ continue to
a certain time t in the future, the principle can be used for
mathematical processing only when this effect is linear, i.e.,
when σ1(t), σ2(t), and σ1(t) + σ2(t) are acting on the
sample, the strains produced are ε1(t), ε2(t), and
ε1(t) + ε2(t), respectively [15].

'e step loading method can be applied regardless of
whether the after-effects are linear or nonlinear, but when
superposition processing is performed, it is a prerequisite
that the external effects on the material are monotonic. For
example, in the creep test, the effect of stress on the de-
formation of the specimen is monotonic; thus, the creep
curve can be processed by the superposition method.

In the previous section, based on the relaxation-type
integral equation (equation (2)), the superposition method
of the relaxation curve was derived according to principle of
superposition for the creep method. However, the curve
obtained by the relaxation superposition method did not
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Figure 12: Typical relaxation curve for step loading.
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Figure 10: Relaxation curves of 10° discontinuities by different treatment processes: (a) τ0/τmax � 0.6, σ � 3.924MPa; (b) τ0/τmax � 0.9,
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match with that of the single-stage loading test for the
following reasons:

(1) When the superposition method for the relaxation
curve is derived based on the Boltzmann principle
and the superposition principle of creep method, the
relaxation process needs to satisfy the following
conditions: when ε1(t), ε2(t), and ε1(t) + ε2(t) are
acting on the sample, the generated relaxation stress
is Δσ1(t), Δσ2(t), and Δσ1(t) + Δσ2(t), respectively.
It can be seen from Figure 9 that the results of re-
laxation test do not satisfy this condition, so the
superposition method for relaxation derived
according to the creep superposition method is not
applicable here.

(2) In the relaxation process, the effect of strain on stress
is not monotonic, but the stress first increases, then
decreases, and then again increases, which is dif-
ferent from the monotonically increasing trend
observed during the creep process.

6. Conclusions

(1) 'e mathematical basis for the superposition of the
relaxation curve under step loading is derived
according to the Boltzmann principle. After pro-
cessing the step loading relaxation curve according
to the derived superposition method, it is found that
the relaxation curve is significantly different from the
single-stage loading relaxation curve at the same
shear stress level.

(2) In the step loading test, the relaxation curve of step
loading test without superposition at each stress level
is basically the same as the single loading stage re-
laxation curve at the corresponding stress level. It
can be considered that when the step loading re-
laxation test is implemented, the relaxation curve at
each level of stress can reflect the relaxation curve
when the sample is loaded to the same stress level at a
single time without performing superposition on the
relaxation curve like the step loading creep test.

(3) 'e typical creep curve shows that the creep de-

formation increases monotonically with time, and
the curve can be processed by the superposition
method, while the typical relaxation curve shows that
the stress exhibits a nonmonotonic increasing trend
with time during relaxation, which is inconsistent
with the Boltzmann principle and cannot been
processed by the superposition method.
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1. Introduction

In braced long columns, a column is subjected to axial load
and equal or unequal end moments, which are caused by the
connected beam loads, and deformed laterally due to the
existence of end moments. ,e axial load and occurred
lateral deflection cause additional bending moments along
the column height which is called second order. ,e ad-
ditional bending moments cause additional lateral dis-
placements and rotations of the column and additional
rotation of the members connecting into the column.

,is, in turn, leads to change to the first-order bending
moments through the column height and at the connected
ends of the column with the beams, which are computed
from an elastic frame analysis. ,e equations of equilibrium
in a first-order analysis are derived by assuming that the
deflections have a negligible impact on the internal forces in
the members. In a second-order analysis, the equations of
equilibrium consider the deformed shape of the structure.
Instability can be investigated only via a second-order
analysis because it is the loss of equilibrium of the deformed
structure that causes instability[1]. ,e elastic structural
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analysis of the second-order effect can be performed in the
finite element method by adding the geometric stiffness
matrix to the elastic linear matrix “mechanical stiffness” for
the beam column element. ,e geometric stiffness, as shown
in (1), is not a function of the mechanical properties of the
element and is only a function of the element’s length and
the force in the element. Hence, the term “geometric”
stiffness matrix is introduced so that the matrix has a dif-
ferent name from the “mechanical” stiffness matrix, which is
based on the physical properties of the element. ,e geo-
metric stiffness exists in all structures; however, it becomes
important only if it is large compared to the mechanical
stiffness of the structural system [2]. To use this stiffness, the
element must be divided into small segments between the
load points for more accuracy. Several trials must be done
when using the geometric stiffness till achieving the equi-
librium, as shown in equation (3).
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A nonlinear second-order frame analysis procedure can
be performed to analyze reinforced concrete columns that
are a part of frames. In order to account for second-order
effects due to geometric and material nonlinearities, the
theoretical model (computer software) uses classical stiffness
analysis of linear elastic two-dimensional structural frames,
the iterative technique combined with an incremental
method for computing load-deflection behavior and failure
load of the frame, frame discretization to account for column
chord (P-Δ) effects and axial load-bending moment-cur-
vature (P-M-ϕ) relationships to account for effects of
nonlinear material behavior [3].

2. Computing of the Additional Moments in
Different Codes

Design of RC long column must consider the induced
additional moments in these columns due to the axial load
and occurred lateral deflection. Computing the additional

moments for design requires simplified procedure and
adequate accuracy. ,ere are many methods that have been
derived from modifying the results of a first-order analysis
to approximate the second-order effects as which are
recommended in a lot of codes such as American code ACI
[4] and Canadian code CSA [5]. ,ese codes permit the use
of a moment magnifier approach to approximate the
second-order moments due to the axial load acting through
the lateral deflection caused by the end moments acting on
a column. In the moment-magnifier analysis, unequal end
moments are applied on the column shown in Figure 1(a).
,e column is replaced with a similar column subjected to
equal moments at both ends, which is shown in Figure 1(b).
,e bending moments are chosen where the maximum
magnified moment is the same in both columns. ,e ex-
pression for the factor Cm was originally derived for use in
the steel beam-columns design and was adopted without
change for concrete design.

M2, M1 are the larger and smaller end moments of the
first-order analysis, respectively. If a single curvature
bending occurred by the moments M1 and M2, M1/M2 is
positive. However, if the moments cause double
curvature,M1/M2 is negative. ,e moment magnifier
equation in the cases of no sway according to ACI,

Mc � δns.M2

� Cmδ1M2 ≥M2.
(5)

Cm � 0.6 + 0.4
M1

M2
, (4)

Chen and Lui [6] explain that Cm and δ1 for pin-ended
columns subjected to end moments can be derived from the
basic differential equation governing the elastic in-plane
behavior of a column. ACI Code goes on to define δns as
follows:

δns �
Cm

1 − 0.75P/Pc

. (6)

,e 0.75 factor in equation (6) is the stiffness reduction
factor ϕK, which is based on the probability of under
strength of a single isolated slender column.

In Eurocode [7], three methods applied for second-order
impacts analysis are pointed:

Simplified method: based on nominal stiffness (MNS),
simplified method: based on nominal curvature (MNC),
and overall method: based on nonlinear second-order
analysis.

,e method of nominal stiffness is based on the critical
force due to the buckling computed for the nominal stiffness
of the analyzedmember. It is recommended that thematerial
nonlinearity, creep, and cracking, which have an effect on
the conduct of the structure members, are taken into
consideration. ,e design moment in the members sub-
jected to the bending moment and an axial force which
includes the impact of the first and second-order effects can
be illustrated as a bending moment boosted by the factor
described below:
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ME d � M0E d + M2

� M0E d + M0E d.
β

NB/NE d(  − 1

� M0E d. 1 +
β

NB/NE d(  − 1
 ,

(7)

where M0E d is the 1st order moment, including the effect
of imperfections, M2 is the nominal 2nd order moment,
NB is the buckling load based on nominal stiffness, NE d is
the design value of the axial load, β is the factor which
depends on the distribution of the 1st and 2nd order
moments.

,e method of nominal curvature allows for the cal-
culation of the second-order moment based on the assumed
curvature distribution (which responds to the first-order
moment increased by the second-order effects) on the length
of the member.,e distribution of the total curvature can be
either parabolic or sinusoidal.

,e value of the II order moment can be calculated as
follows:

M2 � NE d.e2, (8)

where NE d is the design value of the axial load, e2 is the
deflection calculated by taking into account such parameters
as creep, the intensity of reinforced and also distribution of
the reinforcement over the height of the cross-section

e2 �
1
r
.
l
2
0
c

, (9)

where c is the factor depending on the curvature distribu-
tion, l0 is the effective length, and 1/r is the curvature.

According to Egyptian Code [8], (Madd) is induced by
the deflection (δ) given by the following:

Madd � P.δ. (10)

If the column is long in t direction,

δt �
λt

2
t

2000
,

Madd � P.δt.

(11)

However, if the column is long in b direction,

δb �
λb

2
b

2000
,

Madd � P.δb,

λb �
He

b
,

He � k.H0,

(12)

where He is the effective height of the column, H0 is clear
height of the column, k is length factor which depends on the
conditions of the end column and the bracing conditions.

,e presented equations in the mentioned codes depend
on their derivation on the isolated analysis for the long
column and computed maximum bending moments in-
duced through the height of the column. ,e additional
moments analysis at the joints between the column and
connected beams did not receive any interest in the different
codes. Only the recommended equations in these codes take
into account the effect of the connected beams on the ad-
ditional moments through the column height by dealing
with the effective length of the column, not the total length.
In this research, a new moment magnifiers matrix will be
presented in a derived equation for an equivalent column to
compute the additional moments of the braced long column,
including the moments at the joints between the column and
the connected beams. In this model, the additional moment
diagram of a braced long column and its deformations can
be computed taking into consideration the second-order
effect of the axial load and the inverse moments at the
connection between the columns and the beams. Material
nonlinearities will be considered by modifying the elastic
flexural rigidity (EI) to effective flexural stiffness computed
according to ACI (2019).

M
2

Max M

M
1

(a)

C
m

M
2

C
m

M
2

Max M

(b)

Figure 1: Equivalent moment factor Cm. (a) Actual moments at failure. (b) Equivalent moments at failure.
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3. Lateral Displacements in a Long
Column under End Moments

In the first-order analysis, the curvature equation for a long
column under equal end moments as shown in Figure 2 can
be expressed as follows:

d2y
dx

2 � −
M

EI
, (13)

where M � M0

dy

dx
� −

M0

EI
x + C1, (14)

δ0 � −
1

EI

M0x
2

2
  + C1x + C2. (15)

By applying the boundary conditions, it is found that
C2 � 0 and C1 � M0L/2EI.

And equation (15) becomes as follows:

δ0 �
1
EI

−
M0x

2

2
+

M0L

2
 x . (16)

Maximum lateral displacement at the mid-span of the
column can be expressed as follows:

δ0( max �
M0L

2

8EI
. (17)

Due to the second-order effect, the lateral displacement
of the column increases and it can be expressed as (δo + δa),
where δa is the lateral displacement which is caused by the
additional moments. To compute the maximum additional
lateral displacement at the middle span of the column, the
virtual work method can be used. As observed that the
deformation shape of the first-order analysis is 2nd curve as
shown in equation (16). As a result, additional displacement
and the additional moment diagram will be 2nd curve, where
Madd � P.(δ0 + δa).

,e additional lateral displacement can be found as
follows:

δa � 
L

0
MaddM11dx,

Madd � P. δ0 + δa( ,
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wherePe is Euler load,

δa �
δ0P/Pe

1 − P/Pe

.

(18)

,e final maximum displacement will be as follows:

δf �
δ0P/Pe

1 − P/Pe

+ δ0,

It can be put η �
1

1 − P/Pe

,

So δf � δ0η.

(19)

,emaximum additional moments can be formulated as
follows:

Madd � Pδoη. (20)

When the column is deformed under unequal end
moments, the bigger moment can be divided into two parts
M � M0 + ΔM, and the column will be considered under
equal end moments (M0) which was illustrated previously
and one end moment (ΔM).

In the first-order analysis, the curvature equation for a
long column under one end moment can be expressed as
follows:

d2y
dx

2 � −
M

EI
, (21)

M � Rxwhere R is the reaction and equalsR �
ΔM

L
, (22)

dy

dx
� −

1
EI

Rx
2

2EI
  + C1, (23)

δΔ0 � −
1
EI

Rx
3

6
  + C1x + C2, (24)

where δΔ0: the lateral displacement due to ΔM.
By applying the boundary conditions, C2 � 0,

C1 � RL2/6EI and put R � ΔM/L

1 kNL/4

M01

M02

δa

δ0

P

Figure 2: Deformed shape of a long column under end moments.
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δΔ0 �
1
EI

−
ΔMx

3

6L
+
ΔMLx

6
 . (25)

As shown in equation (24), the deflection curve due to
ΔM is 3rd-degree parabolic curve, and the maximum de-
flection occurs when dδ/dx � 0

Thus
dy

dx
�

1
EI

Mx
2

2L
+
ΔML

6
  � 0. (26)

By solving equation (26), max. lateral displacement due
to ΔM will be at. x � L/

�
3

√
and Max. lateral displacement

due to ΔM is given by the following:

δΔ0 �
ΔML

2

9
�
3

√
EI

. (27)

Also, due to the second-order effect, the lateral dis-
placement of the column increases, and it can be expressed
as (δΔo + δΔa), where δaΔ is the lateral displacement which is
caused by the additional moments. Considering that the
deformation shape of the first-order analysis is 3rd curve as
shown in equation (25), also additional displacement and the
additional moment diagram will be 3rd curve. Similarly, the
maximum lateral displacement due to ΔM in second-order
analysis can be found as the samemanner of the case of equal
end moments as in the following equation:

δfΔ �
δΔ0

1 − P/Pe

� δΔ0η.

(28)

,e additional moments can be formulated as follows:

Madd � PδΔoη. (29)

4. Equivalent Lateral Load for the Second-Order
Effect in a Long Braced Column

As shown in section (2), when the column is loaded with an
equal end moment, the deformed shape of the column in the
second-order analysis was 2nd-degree curve. As a result, the
expected additional bending moment diagram will be as the
induced bending moment from the regular distributed load.
,us, the long column in the second-order effect can be
replaced in a beam element subjected to an equivalent
regular distributed load, and the equivalent load can be
computed as follows:

weqRL
2

8
� Pη

M0L
2

8EI
 , (30)

where weqRL2/8: max. moment due to equivalent regular
load, Pη(M0L

2/8EI): max. moment due to second-order
analysis, weqR: equivalent regular distributed load.

weqR � Pη
M0

EI
. (31)

In similar to the column under equally end moment, the
deformed shape in the second-order analysis due to one end
moment as shown in Figure 3 is 3rd-degree curve and the
additional bending moment diagram in the second-order
analysis will be as the induced bending moment from the
triangular distributed load. Also, in this case, the long
column in the second-order effect can be replaced in a beam
that is subjected to equivalent triangular distributed load,
and the equivalent load can be computed as follows:

weqΔL
2

9
�
3

√ � Pη
ΔML

2

9
�
3

√
EI

 , (32)

where weqΔL
2/9

�
3

√
is the max. moment due to equivalent

triangular load, Pη(ΔML2/9
�
3

√
EI) is the max. moment due

to second-order analysis, and weqΔ is the equivalent trian-
gular distributed load

weqΔ � Pη
ΔM
EI

. (33)

5. New Moment Magnifiers Matrix of Braced
Long Columns

5.1. Equivalent Column Modeling. Based on the equivalent
column concept, Afefy and El-Tony [9] have shown
equivalent pin-ended columns for columns bent in either
single or double curvature modes where the impact of end
eccentricity ratio was related to the equivalent column
length. ,ey deduced that the equivalent column concept
can be generalized to simplify columns bent in single cur-
vature modes with different end eccentricities combinations
to pin-ended axially loaded columns. Furthermore, the
equivalent column concept can be carried out for a specific
state of a column bent in double curvature mode.

Here, in the suggested equivalent column model, the
column at any structure will be analyzed as an isolated
element. ,e equivalent column was represented as an
element restricted by a rotational spring support at its ends
and it is subjected to lateral distributed loads. ,e lateral
distributed loads have the same influence of the second-
order effect on the induced additional moments in the long
column. Column (1), for example, in the shown closed
frame in Figure 4 will be analyzed to illustrate the model.
,e column will be modeled as a pin-supported member
restricted by the connected beams which are as rotational
spring supports. Computing the rotational stiffness (Kθ) of
these beams will be discussed later. ,e second-order
analysis of the modeled column in Figure 5 can be divided
into two parts.

,e first part is concerned with the deformation due to
the end moments of the first-order analysis without the
existence of the reaction moments of the rotational spring.
,e induced moments of the second-order effect is equiv-
alent to the induced moments of trapezoidal load. ,us, the
column can be represented as a pin-supported column
subjected to triangular distributed loads weq1 and weq2
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weq1 � pη
M01

EI
, (34a)

where weq1 is the triangular equivalent load for the second
effect due to moment at the column end at the beam of
higher stiffness and M01 is the the end moment at the beam
of higher stiffness due to first order.

weq2 � pη
M02

EI
. (34b)

weq2 is the triangular equivalent load for the second
effect due to the moment at the column end at the beam
of lower stiffness.
M02 is the the end moment at the beam of lower
stiffness due to first order.

,e second part is concerned with the deformation due
to the reaction moments of the spring rotational support
only. Also, the column in the second effect will be repre-
sented as a pin-supported column subjected to triangular
distributed loads weq∗1

and. weq∗2

weq∗1
is the triangular equivalent load for the second

effect due to the reaction moment of spring rotational
support at the beam of higher stiffness, M1: the ad-
ditional moment of spring rotational support at the
beam of higher stiffness.

weq∗1
� pη

M1

EI
, (35)

weq∗2
is the triangular equivalent load for the second

effect due to the reaction moment of spring rotational
support at the beam of lower stiffness, M2: the addi-
tional moment of spring rotational support at the beam
of lower stiffness.

weq∗2
� pη

M2

EI
. (36)

By arranging the linear stiffness matrix of a beam ele-
ment for computing the moments of the modeled column in
Figure 5, the formula will be as follows:

EI
L
3

4L
2 2L

2

2L
2 4L

2

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

θ1

θ2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ +

− weq1L
2

20
−

weq2L
2

30
+

PηM2L
2

30EI
−

PηM1L
2

20EI

weq1L
2

30
+

weq2L
2

20
−

PηM2L
2

20EI
+

PηM1L
2

30EI

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

M1

M2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦. (37)

,e terms in equation (37) are as shown below:

K0 �
EI
L
3, (38a)

C �
PηL

2

EI
, (38b)

θ1 �
− M1

Kθ1
, (38c)

θ2 �
− M2

Kθ2
. (38d)

,e matrix in (37) can be divided into the following:

Lb

I (column 2)I (column 1)

L col

I (beam 1)

I (beam 2)

W1 kN (m′)

W2 kN (m′)

Figure 4: Closed frame as an example.

M
0 

+ ∆M

M
0 

P P

δ
ft
=(δ

0
+ δ∆

0
)η

δ
0
+ δ∆

0

w
eqR = Pη

M
0

EI

w
eqR = Pη

∆M
EI

Figure 3: Equivalent lateral load for the second-order effect of a
long column.
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− 1 −
4L

2
K0

Kθ1
+

C

20
 M1 + −

2L
2
K0

Kθ2
+

C

30
 M2 �

weq1L
2

20
+

weq2L
2

30
,

−
2L

2
K0

Kθ1
+

C

30
 M1 + − 1 −

4L
2
K0

Kθ2
−

C

20
 M2 �

− weq1L
2

30
−

weq2L
2

20
.

(39)

,e final formula to compute the additional moments at
the column ends will be as follows:

M1

M2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ � C

− 1 −
4L2K0

Kθ1
−

C

20
−
2L2K0

Kθ2
+

C

30

−
2L2K0

Kθ1
+

C

30
− 1 −

4L2K0

Kθ2
−

C

20

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

− 1
M01

20
+

M02

30

−
M01

30
−

M02

20

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(40)

Equation (40) can be rewritten as follows:

M1

M2

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ � [A]

M01

20
+

M02

30

−
M01

30
−

M02

20

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (41)

where [A] is considered as moment magnifiers matrix for
the end additional moments and it is equal to the following:

[A] � C

− 1 −
4L2K0

Kθ1
−

C

20
−
2L2K0

Kθ2
+

C

30

−
2L2K0

Kθ1
+

C

30
− 1 −

4L2K0

Kθ2
−

C

20

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

− 1

. (42)

Just the additional moments at the column ends were
computed, the final load of the equivalent column will be as
shown in Figure 6.

Rotational
Spring

weq∆ = Pη ∆M
EI

weqa = Pη
M1
EI

weqR = Pη
EI M02

*

weq2 = Pη
M2
EI

*

δ0+ δ∆0

δft+( δa+δΔ

P

P

M01 = M02

Ma

M1

M2΄

δΔ1
δΔ2η

δΔ2δΔ1η

o

Figure 5: Equivalent column modeling for the restricted column (1) in the closed frame.
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,rough the model in Figure 6, the additional bending
moment at any section can be computed and an additional
bending moment diagram can be formed. Also, by using one
of themethods of structural analysis, such as the virtual work
method or area moment method, the additional lateral
displacement and rotations at any point can be calculated.
,e total lateral displacement also can be computed easily,
by dividing the additional bendingmoment at any section by
the axial load (δfinal � Madd./P).

6. Approximate Rotational Stiffnesses for the
Column at Upper and Lower Joints

,e connected beams which represent the rotational stiffness
of the upper and lower joints of the column (Kb) can be
approximately computed by applying one unit of the mo-
ment toward the end of the connected beams with the
studied column as shown in Figure 7. ,e opposite end of
the beam is considered as rotational restricted end by an-
other pin column (adjust column to the studied column).
Rotation of the beam end (θb) under the unit moment can be
calculated. ,en, the rotational stiffness will be computed as
Kb � 1/θb.

,e rotation at the loaded end of the adjacent column is
computed as follows:

θcol. �
1

EI.col


L

0
Mo.M1

�
L.Acol.

3EI.Acol

,

(43)

where LAcol and IAcol are the length and moment of inertia of
the adjacent column.

,e rotational stiffness of the adjacent column to the
beam is as follows:

KAcol �
3EI.col

L.col

. (44)

Due to the unit moment at the beam end, the reaction
momentM∗ at the opposite end of the beam can be found by
the force method, as follows:

M
∗

�
Lb/6

EIb/KA.col + Lb/3
 . (45)

By using the virtual work, the rotation at the loaded end
of the beam can be determined as follows:

θb �
1

EIb

1
2
.
Lb

3
.2 −

L
2
b

12
.
1
3

1
EIb/KAcol + Lb/3

+
L
2
b

36
.
1
3

1
EIb/KAcol + Lb/3

 

2
⎡⎣ ⎤⎦. (46)

,e rotational rigidity of the connected beam end for the
studied column can be expressed as follows:

Kb �
EIb

Lb (1/3) − Lb/36(  · 1/EIb/KAcol + Lb/3(  + L
2
b/108 1/EIb/KAcol + Lb/3( 

2
 

, (47)

where Lb and EIb are the length andmoment of inertia of the
connected beam.

In fact, most of the long columns are connected with
beams that have stiffness bigger than or close to the column
stiffness. ,us, the effect of the adjacent column, which as

rotational spring for the beams, will be slight and (47) can be
simplified as follows:

Kb �
3EIb
Lb

. (48)

weq 1 – w*eq 1

weq 2 – w*eq 2

M2

M1

Figure 6: Final load of the equivalent column.
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7. Computing the Additional Moments by Using
the Equivalent Column with More Accuracy

As mentioned before, the additional moments in a long
column can be computed according to equation (41) as
isolated column analysis. If there are other long columns
adjacent to the studied columns, the additional moments
of these columns will affect the additional moments of
the studied column. For more accuracy, the effect of
additional moments of adjacent columns must be con-
sidered, where a part of these moments will be trans-
ferred through the connected beams to the studied
column. By one of the following two suggestions, the
effect of the adjacent long columns can be taken into
consideration.

7.1. Suggestion 1. Assume that the studied column is the left
column in the shown closed frame in Figure 4. In this
suggestion, the additional moments in each column will be
computed according to equation (41) as a separate analysis
of each of them. ,en the transferring ratio of the addi-
tional moments between the columns will be found. Each
column will be considered as a rotational spring for both
the bottom and top beams. ,e rotational stiffness of the
columns will be computed in the same manner in section 5,
equation (44).

By using the force method, the transmitting moment
from the right column to the left studied column at joint 1 as
an example can be calculated as follows:

M
∗
1 � Madd( 2 ·

Lb/6EIb( Top

Lcol/3EIcol + Lb/3EIbTop 
,

M
∗
1 � Madd( 2 · α1,

(49)

where M∗1 is the transferred moment from the adjacent
column (joint (2) to the studied column joint (1), α1 � α2:
factor of transferring ratio by the top beam�

(Lb/6EIb)Top/(Lcol/3EIcol + (Lb/3EIb)Top), (Ma dd)2: the ad-
ditional moment at joint 2 of the adjacent column.

M
∗
3 � Madd( 4.

Lb/6EIb( bottom
Lcol/3EIcol + Lb/3EIb( bottom( 

,

M
∗
3 � Madd( 4 · α2.

(50)

where M∗3 is the the transferred moment from the adjacent
column (joint 4) to the studied column joint (3), α3 � α4:
factor of transferring ratio by the bottom beam�

(Lb/6EIb)bottom/(Lcol/3EIcol + (Lb/3EIb)bottom)

After obtaining the transmitting moment between the
two columns, (41) can be carried out one time for the
second-order effect of the transmitting moments. Also, this
can be considered by modifying equation (41) as follows:

M1

M3

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ � [A]

M01 + αMadd2( 

20
+

M03 + αMadd4( 

30

−
M03 + βMadd4( 

30
−

M03 + βMadd4( 

20

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

−
α1Madd2

α3Madd4

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(51)

Equation (51) takes into account the transmitting ad-
ditional moments between two adjacent columns for one
trial. ,e equation can be carried out for several trials till the
ratio of transferred additional moment gets close to zero and
it can be modified to include the effect of more adjacent
columns. Whereas the deformations in reinforced concrete
structures are small, thus the additional moments at the end
of the long columns will not be large values. As a result, the
expected transmitting moments will be small and it can be
ignored, or one trial as maximum can be carried out. But for

spring roational
suppport

KB2

KB1
P

δo

(a)

1 kN.m Kcol.

Lb

M0

M11

M∗

1

1

(b)

1 kN.m
1

M0

L col.

M11

(c)

Figure 7: Rotational stiffness of the connected beam. (a) Studied column. (b) Connected beam. (c) Adjacent column.
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more accuracy, the effect of the additional moments of
adjacent columns can be considered as in (51). ,e effect of
adjacent additional moments can be considered schematic
method as in Figures 8(a) and 9 presented the additional
moments’ transmission between the columns.

If a number of slender columns exist in the structure, as
shown in Figure 8(b), equations (43) and (51) easily can be
formulated as follows:

Equation (51) will become as follows:

Madd � 
trial�n

trial�1
Mtrial1 + αMtrial1 + Mtrial2 + αMtrial2 + · · · · · · + Mtrial(n),

(52a)

where n is the trial number which at it the condition of
(αMtrial(n) � zero) will be achieved

(M1)add Final (M2)add Final

(M1)trial3

(M1)trial2

(M1)trial1

M01 M02

(αM2)trial2

(αM2)trial1

(M2)trial3

(M2)trial2

(M2)trial1

(αM1)trial2

(αM1)trial1

Applying Eq. (41)

①

Applying Eq. (41)

Applying Eq. (41)

Applying Eq. (41)

Applying Eq. (41)

Applying Eq. (41)

+

+

+

+

②
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Figure 8: (a) Schematic method for the transmitting additional moments. (b) Multibays frame is an example of a structure that has more
than two adjacent slender columns.
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Mtrail1 �

M1

M2

M3

M4

M5

M6
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Figure 9: Additional moments transmission between the columns.
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Figure 10: Approximate initial moments at the ends of the beam to calculate the relative rotational stiffness.
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Lb/(6EI)b is for the connected beam between the studied
column and the other column sent the transferred moments,
(3EI/L)coloumn is for the studied column, and (3EI/L)elements

is for the all connected elements with the studied column
including it.
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If a number of slender columns exist in the structure and
the effect of additional moments of adjacent columns will be
considered, the sequence of solving can be schematized as
shown in Figure 8(a), or it can be programmed. ,e shown
frame in Figure 8(b) was analyzed by MATLAB program.

M-file of programming and the results are shown in Ap-
pendix (I).

7.2. Suggestion 2. In this suggestion, the effect of the ad-
ditional moments of the adjacent columns on the studied
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Figure 11: Jackson-Moreland Alignment Chart for braced frames [10].
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column will be taken into the relative rotational stiffness of
the connected beams. ,is will be considered by applying
approximate values of additional moments at the ends of the
connected beams to evaluate the relative rotational stiffness
of these ends for the long columns.

As shown in Figure 10, the initial additional moments
can be calculated as follows:

Mint �
weq(av)

4
L − Lf 

2
+

weq(av)

4
L − Lf , (53)

where weq(av) is the average equivalent regular load for the
second effect due to the end moments of the column, Lf:
effective length of the long column, and it can be calculated
as in Figure 11.

,e initial moments of the four joints of the shown frame
in Figure 10 will be calculated as follows:
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(54)

And by using the virtual workmethod, the rotation at the
ends of the connected beams at joint 1 as an example can be
calculated as follows:
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(55)

,e rotational stiffness of the connected beams can be
computed as follows:

Kθ1 �
Mint1 EIb/Lb( Top

Mint1/3 + Mint2/6( 
,

Kθ2 �
Mint2 EIb/Lb( Top
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Kθ3 �
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,

Kθ4 �
Mint4 EIb/Lb( Bottom
Mint4/3 + Mint3/6( 

.

(56)

And by substituting the computed rotational stiffness in
(41), additional moments in the long columns in the closed
frame will be computed, taking into account the approxi-
mate effect of the additional moments of each column on
each other.

8. Elastic Analysis for Checking the Structural
Analysis Efficiency of the Equivalent Column

Numerous factors will be studied here through linear
analysis of closed frames by utilizing the new moment
magnifiers matrix and finite element method.,e reason for
this investigation is to check the structural analysis profi-
ciency of the recommended model in a wide range without
the restriction of materials failure. ,e factors were a var-
iation of the stiffness of connected beams together, induced
axial force to Euler load ratio, slenderness ratio, and the
stiffness of upper beam to lower beam.,e left column is the
target column in this study. ,e results of the comparison
are shown in Figures 12– 16.

Solving steps for the equivalent column model:

(1) Calculating the terms K0, C, Kθ1, and Kθ2 according
to equations (38-a), (38-b), (48) respectively, to
satisfy the moment magnifiers matrix [A].

(2) Applying (41) for each column to compute the ad-
ditional moments between the columns and the
connected beams.

(3) For more accuracy, the effect of the additional
moments of each column on each other can be
considered by using a schematic method in Figure 8,
then find the final additional moments “suggestion
1.”

(4) By using model of final loads in Figure 6, the ad-
ditional moment diagram and additional deforma-
tions of the column (lateral displacements and
rotations) can be computed.

From the results, it was observed that using (41) in the
suggested equivalent column model gives values of addi-
tional moments close to their values calculated by the finite
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Figure 12: ,e analyzed frame.
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element method. ,e results proved the structural analysis
efficiency of the proposed model for analyzing the long
column as an isolated element. After the satisfaction to the
efficiency of the model, the model can be developed by
modifying the flexural rigidity (EI) to appropriate the ma-
terials case at the moment of computing the additional
moments, as shown in the next section.

9. Design Procedures for Computing Additional
Moments in Long Columns by Using New
Moment Magnifiers Matrix

,e calculation of terms (K0, C) and (Kθ1, Kθ2) in the
moment magnifiers matrix of (41) involves the use of the
flexural rigidity, EI, of the column and the connected beams,
respectively. To use the suggested equation (41) in com-
puting the additional moments in a long column, the flexural
rigidity for a given column section must be considered at the
time of failure, taking into account the effects of cracking
and nonlinearity of the stress-strain curves. James
G. MacGregor et al. [11, 12] describe empirical attempts to
derive values for EI. ACI-318-19 includes two different sets

of stiffness values, EI, the first set is for the computation of EI
in caudation the critical load of an individual column as
follows:

EI �
0.2EcIg + EsIse

1 + βdn s

, (57)

EI �
0.4EcIg

1 + βdn s

, (58)

where Ec, Es are the modules of elasticity of the concrete and
the steel, respectively, Ig is the gross moment of inertia of the
concrete section, Ise is the moment of inertia of the rein-
forcement about the centroidal axis of the concrete section,
and (1 + βdn s) term reflects the effect of creep on the column
deflections.

It can be used in equation (57) or equation (58), but
equation (57) is more accurate.

,e second set is for values of the moment of inertia, I,
for use in elastic frame analyses or in computing the effective
length factor, k. In this set, the column and beam stiffnesses
were computed as 0.7EcIc and 0.35EcIc, respectively.
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Figure 13: (a-d) Using equivalent column with varying of beam stiffnesses.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Design of RC-Braced Long Columns... D.P. Palai et al.214



According to the concepts of the previous recommen-
dations in ACI-318-19 for using the approximate flexural
rigidity in different cases, it is appropriate to use (EI)
according to equation (57) or equation (58) when calculating
the term (C) in equation (41). Either when calculating the
terms (K0) and (K1, K2) in (41), the column and beam
stiffnesses will be computed as 0.7EcIc and 0.35EcIb,
respectively.

A long column in closed frames as shown in Figure 10
will be analyzed by each of the equations of (ACI-318-19),
(ECP 203-2018), the suggested equation (41) by using
suggestions (1), (2) was considered the moment transmitting
between the long columns and by using (41)) with neglecting
the moment transmitting. ,e frames were analyzed
according to the design requirements and with changing two
parameters, slenderness ratio, and P/Pe. ,e main cross
section of the studied column is 50× 30 cm with a rein-
forcement ratio in-between 0.01 to 0.035. ,e slenderness
ratio will be varied from (9.8–21.5) and P/Pe will be varied
from (0.23-0.95). ,e relationship between the maximum
additional moment through the height of the column and
the changed parameters are shown in Figures 18, 17.

,e results of the analysis show that there is a large
convergence of the additional moments calculated by (41) in

the equivalent column between each of suggestions (1) and
(2), where the effect of transmitted additional moments was
taken into account, and by using equation (41) directly
where the transmitted additional moments were neglected.
,is is expected because of that the failure limitations of the
material, which makes the additional moments induced in a
long column are not the large values that strongly affect or
get affected by the adjacent columns. ,us for easiness, (41)
can only be used where a separate analysis of the long
column is included without being affected by the additional
moments of adjacent long columns.

Moreover, it is observed that (41) gives values of addi-
tional moments close to their values which are given by the
equation of ACI. ,is means that using the suggested
equation gives good efficiency. Also, it means the appro-
priate use of flexural rigidity (EI) according to Eqs. (57) or
(58) for computing the term (C) in (41) while using the
column and beam stiffnesses.

According to 0.7EIc and 0.35EIb, respectively, for
computing the terms (K0) and (K1, K2) in (41), the term
(C) is the concern of the lateral deformations of the long
column, and using (EI) according to Eqs. (57) or (58) in
this term corresponds to using these equations for com-
puting Pcr in the equation of ACI. While the terms (K0)
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Figure 14: (a-d) Using equivalent column with varying axial force to Euler load.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Design of RC-Braced Long Columns... D.P. Palai et al.215



and (K1, K2) are the concern of the additional moments at
the column ends, and the effects of these terms in (41) are
similar to the effects of the effective length in the ACI
equation.

,e additional deformations of the long column (lateral
displacement and rotations) at any point can be computed
easily, as shown in Figures 19, 20 as an example.

It is clear that there is a big difference in the additional
moments between each of ACI, the suggested equation in the
equivalent column, and ECP. Prab Bhatt et al. [13] illustrated
the basic and the assumptions of computing the additional
moments in British code equation BS8110 :1997 [14], which
is the same as the ECP equation. He illustrates that the
deformed column curvature will typically vary along the
column as a sinusoidal value of(1/π2). Figure 21 shows the
interaction diagram between the bending and the normal
force and strain diagram in the ultimate stage (balanced
failure). ,us, the central lateral deflection au will be as-
sumed as follows.

au �
1
π2

 l
2
e

1
r

 . (59)

,e column curvature (1/r) is calculated based on the
strain diagram at the balanced failure, as follows:

1
rb

�
(0.003 + 0.002)

d
. (60)

,e maximum deflection for the case set out above is
given in the code by the following expression:

au �
0.0005l

2
e

h
,

au �
h

2000
·

le

h
 

2

�
λ2

2000
· h.

(61)

It was noted that the ECP equation was based on
computing the additional moments in a specific case which
is at the balanced failure, and this restriction is difficult to
achieve when designing the columns. ,us if the failure
mode of the column section is not compatible with the
balanced failure, it is supposed that this equation is not valid
and it will give far values of the additional acting moments,
as shown in previous analyzing cases. So, it seems that the
ECP equation cannot be used generally to compute the
additional moments and it is for a specific case. Where it can
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Figure 15: (a–d) Using equivalent column with varying slenderness ratio.
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Figure 16: (a–d) Using equivalent column with varying upper beam to lower beam stiffness.
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be used to evaluate the maximum allowable lateral dis-
placement of the column at the balanced failure, then the
moment capacity of the column section can be checked for
restrained design (balanced failure). ,is is maybe one of the
reasons for the big difference between the results of the ACI
equation, the suggested equation in the equivalent column
and the EPC equation.

Also, the ECP equation does not take into account the
second-order effect which is caused by the axial force and the
inverse moments due to beams restriction to the column
ends. ECP equation considers only the connected beams
effect by dealing with the effective length of the column, not
the total length. ACI equation is similar to ECP equation at
this point, but returning to the original equation of ACI (Eq.
62), a term (1 + 0.23P/Pe) was found which was omitted from
the final equation to generalize the use of the equation,
where the factor 0.23 varies as a function of the moment
diagram shape. ,is leads to a decrease in the additional
moments among the inflected points, and that approaches
the results between the ACI equation and the analysis, which
takes into account the second-order effect, which is caused
by the inverse moments as in the suggested equivalent
column.

Mc �
M0 1 + 0.23P/Pe( 

1 − P/Pe

. (62)

On the other hand, the computed flexural rigidity (EI)
according to ACI in Eq. (57) remains constant regardless of
the magnitude of end moments and, therefore, Pc also re-
mains constant. As a result, the moment magnifier remains
constant for a given column. However, Pc is strongly
influenced by the effective flexural stiffness (EI), which varies
due to the nonlinearity of the concrete stress-strain curve
and cracking along the height of the column among other
factors [3].

10. Summary and Conclusions

Based on the equivalent column concept, a new moment
magnifiers matrix was presented in this paper for computing
the additional end moments in the braced long column. ,e
equivalent columnwas an element restricted at its ends by two
spring rotational supports and is subjected to lateral dis-
tributed loads, which have the same influence of the second-
order effect in a long column. ,e additional moments’ di-
agram and additional deformations (lateral displacements
and rotations) can be computed by using the suggested
equivalent column taking into consideration the second-or-
der effect, which is caused by the axial load and the inverse
moments due to beams restriction for the column ends, this
effect is important although it is neglected in design codes.
,e long column in the suggested model was analyzed as an
isolated element, but by two presented suggestions, the effect
of the additional moments of other adjacent long columns, if
any, can be considered. ,e first suggestion took into account
the effect of adjacent additional moments by computing the
transmitting additional moments among columns through
transfer coefficients depended on the rigidity of the connected
beams; then the equation of the moment magnifiers matrix
was applied more than once for the transmitted moments.
,is suggestion can be carried out by schematic method as
shown in the paper content. In the second suggestion, the
adjacent additional moments’ effect was considered in the
relative rotational stiffness of the connected beams, which are
as a rotational spring for the long columns. ,is will be
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considered by applying approximate values of additional
moments at the ends of the connected beams to evaluate the
relative rotational stiffness of these beams. Development was
carried out on the model by modifying the flexural rigidity
(EI) in each of the connected beams and the long column as it
is recommended in ACI to appropriate the time of failure.
From the results presented in this paper, the following is
concluded:

(1) ,e suggested equivalent column proved a good
efficiency for analyzed numerous factors linearly by
finite element method, and the equivalent column
was satisfying as a successful structural model.

(2) For analyzing many designed long columns in closed
frames, the results showed that there are small dif-
ferences of computed additional moments by ap-
plying the suggested equation of moment magnifiers
directly and by using the two suggestions of con-
sidering the adjacent additional moments, so the
additional moments of the adjacent columns can be
neglected for simplifying.

(3) ,e developed model gave close values of the ad-
ditional moments for many analyzed long columns
with ACI equation, and it is appropriate to generalize
this model for second-order analysis of long braced
columns as an easy-to-use model that yields good
results.

(4) ,ere was a gap between the values of the additional
moments computed by the two methods, the sug-
gested equivalent column and ECP equation. ,is
may be because ECP equation was based on com-
puting the additional moments in a specific case
which is at the balanced failure. Moreover, the ECP
equation did not take into account the second-order
effect, which is caused by the axial force and the
inverse moments due to beams’ restriction for the
column ends.
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ABSTRACT

Vehicles going through the bridge create vibration in the bridge-vehicle interaction (BVI) system. The vibration of the system is greatly 
influenced by road roughness. Poor road roughness is known to influence the comfort of vehicles crossing the bridge and exacerbate 
fatigue damage to the bridge in this regard. In numerical calculations, road roughness is frequently viewed as a random process. A 
random BVI model was created to properly consider the influence of road roughness randomization on the behavior of the BVI system. 
The random process of road roughness was then described using the  (KLE), and the maximum probability value of the BVI 
system response was calculated using the moment approach. The proposed method outperforms the Monte Carlo simulation 
(MCS) computation method in terms of accuracy and economy. The effects of vehicle speed, roughness grade, and bridge span on the 
impact factor (IMF) were then investigated.

1. Introduction

*e bridge-vehicle interaction (BVI) vibration caused by
vehicles passing through the bridge will have a direct impact
on the working state and service life of the bridge. It is an
important design measure to evaluate the structural design
parameters such as the stability and safety of vehicles
running on the bridge [1, 2]. *e main causes of the BVI
vibration are vehicle dynamic characteristics, road rough-
ness, vehicle braking, vehicle speed, dynamic characteristics
of the bridge’s structure, bridgehead overlap, bridge deck
local potholes, vehicle driving position, etc.

Road roughness is an important factor affecting the BVI
vibration.*e influence of road roughness, which has strong
randomness, cannot be ignored when calculating the BVI
vibration. Road roughness is the main excitation source of
the BVI vibration. Generally, road roughness is considered a
stationary Gaussian random process with zero-mean value

wherein roughness can be characterized by power spectrum
density (PSD). Oliva et al. [3] proposed an algorithm for
generating road roughness samples with correlation based
on Fourier transform. On the basis of this method, Zou et al.
[4] studied the influence of the sample correlation coefficient
of roughness on the vibration response of the BVI system,
pointing out that there are obvious differences in the cal-
culated responses of the BVI system under different road
roughness.

At present, there are many achievements in the study of
BVI vibration. Zou et al. [5] proposed a method for pre-
dicting the bounds of the BVI responses with uncertain
bridge and vehicle parameters, whereas Wang et al. [6]
estimated the road roughness based on the BVI system.
Similarly, Zhong et al. [7] analyzed the BVI dynamic re-
sponse considering the foundation settlement, while Liu
et al. [8] analyzed the safety of vehicles running on the bridge
during earthquakes. Xu et al. [9, 10] analyzed the vehicle-
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track coupled system based on the multi-finite-element
method. Xin et al. [11] analyzed the resonance of bridge
considering the randomness of parameters, and Xin et al.
[12] examined the uncertainty and sensitivity of parameters
of the vehicle-bridge system. Meanwhile, Xiang et al. [13]
analyzed the vehicle-bridge coupled dynamic system after
considering the creep effect.

Generally, the response of the BVI system in consid-
eration of road roughness can be calculated from the aspect
of the random dynamic theory. In this context, Wu and Law
[14] proposed a newmethod for dynamic analysis of the BVI
considering uncertainty, in which the Karhunen–Loeve
expansion (KLE) was applied to deal with the random field
of road roughness. In addition, the statistical moment of
system response was solved by the spectral method; the
results showed that the method has high accuracy and ef-
ficiency. *en, Wu and Law [15] used a similar method to
calculate the dynamic response of the BVI that considered
the stochastic field of bridge structure parameters [15],
vehicle axle load identification [16], and random system
response calculation [17]. On the other hand, Chen et al.
[18, 19] and Li et al. [20] proposed an efficient method to
calculate the static and random response of the structural
system. Xu et al. [21–25] carried out extensive research on
the vehicle-bridge coupling vibration considering track ir-
regularity. In the studies conducted by Liu et al. [26–28],
KLE was also used to represent the stochastic process and
combined with the point estimate method (PEM) [29, 30].
*ereafter, a new stochastic FEM approach and the dy-
namics response of vehicle and bridge were analyzed.

In order to study the dynamic response of vehicles
crossing the bridge that fully considers the randomness of
the road roughness, the moment method is applied to
calculate the BVI system, in which KLE is used to mathe-
matically express the random process of road roughness,
whereas the PEM is used to calculate the statistical moment
of the response. *e system response can be evaluated
quickly and easily by combining KLE and PEM methods
(called KLE-PEM).

2. Dynamic Equation of the Bridge-
Vehicle System

When a vehicle crosses a bridge, the two interact. *erefore,
in the dynamic response analysis of the vehicle passing the
bridge, the two are usually regarded as a system for analysis,
which is referred to as the BVI system [31].

As shown in Figure 1, a car moves at a speed on a simply
supported beam. *e model of the vehicle is regarded as a
mass-spring-dashpot system, which includes one car body,
two wheel-axles, and two wheels. *e car body has two
degrees of freedom (DOFs), namely, vertical and nod dis-
placement. Each wheel-axle has only one DOF. *e wheel is
supposedly in close contact with the road, which means that
the wheel has no independent DOFs. *erefore, the whole
vehicle system has four DOFs.

*e FEM is used to model the bridge, in which the bridge
damping matrix adopts Rayleigh damping. According to the
energy law and considering the damping force of the system,
the total potential energy of the BVI system can be obtained,
which is expressed as follows:

Πd � Ui + Vm + VF + Vp + Vg + Vc, (1)

where Ui is the strain energy of the BVI system; Vm refers to
the negative work done by the inertia force of the system and
Vm � − 

v
(− uTρ€u)dv; Vc denotes the negative work done by

damping force and Vc � − 
v
(− uTc€u)dv; VF is the negative

work done by Coulomb friction of the system and
VF � − uFsign _u; Vp signifies the negative work done by
external force of the system and Vp � − uTP; and Vg is the
system gravitational potential energy and Vg � − uTQ.

*e dynamic equation of the system can be obtained
quickly by combining the first-order variation of the total
potential energy Πd and the principle of elastic potential
energy invariance δΠd � 0 [32].*e dynamic equation of the
BVI can be written as follows:

Mvv 0

0 Mbb

 
€Xv

€Xb

⎧⎨

⎩

⎫⎬

⎭ +
Cvv Cvb

Cbv Cvb

 
_Xv

_Xb

⎧⎨

⎩

⎫⎬

⎭ +
Kvv Kvb

Kbv Kbb

 
Xv

Xb

  �
Fv

Fb

 , (2)

where M, C, and K represent mass matrix, damping matrix,
and stiffness matrix, respectively; €X, _X, and X denote ac-
celeration vector, velocity vector, and displacement vector,
respectively; the subscript vv or v denotes vehicle; bb or b
signifies bridge; and vb or bv is the coupling part of bridge
and vehicle. F denotes the force vector, whereas Fv signifies
the force vector of the vehicle caused by the displacement
and the first derivative of road roughness, which can be
written as

Fv � 0 0 Ft1 Ft2 
T

, (3)

with Ft1 � kt1rt1(t) + ct1 _rt1(t) and Ft2 � kt2rt2(t) + ct2 _rt2
(t), where rt1(t) and rt2(t) denote the roughness of front and
rear axle positions at time t, and _rt1(t) and _rt2(t) denote the
first derivative of the roughness of front and rear axle po-
sitions at time t. FB denotes the force vector of the bridge
caused by road roughness and axle load of the vehicle, which
can be expressed as

FB � Ft + Fg, (4)

with
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FBk � − Ft1Nt1 + Ft2Nt2( ,

Fg � − m1 + a1mv( gNt1 + m1 + a2mv( gNt2 ,

Nt1 � 0 · · · 0 N1
t1 N2

t1 N3
t1 N4

t1 0 · · · 0 
T
,

andNt2 � 0 · · · 0 N1
t2 N2

t2 N3
t2 N4

t2 0 · · · 0 
T
,

(5)

where Nm
ti denotes the shape function of the bridge at the

position of front or rear axle, which can be written as

N
m
t1 � 1 − 3

ξ
le

 

2

+ 2
ξ
le

 

3

,

N
m
t2 � ξ 1 − 2

ξ
le

  +
ξ
le

 

2
⎡⎣ ⎤⎦,

N
m
t3 � 3

ξ
le

 

2

− 2
ξ
le

 

3

,

N
m
t4 � ξ

ξ
le

 

2

−
ξ
le

 ⎡⎣ ⎤⎦,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where ξ is the distance between the axle and the left node of
the element and le signifies the length of the element.

Equation (2) will be changed by the movement of the
vehicle. *erefore, the system is a time-varying system,
whereas the Newmark-β integral method can be used to
calculate the BVI system response.

3. Dynamic Statistics Calculation Approach

*e Karhunen–Loeve expansion (KLE) is applied as an
expression method to simulate the random process of road
roughness. *e basic expression can be written as follows:

r(x, θ) � r(x, θ) + r(x, θ)

� r(x, θ) + 

M

i�1

��

λi



ξi(θ)φi(x),
(7)

where r(x, θ) denotes the mean value of road roughness
process; λi and φi(x) refer to the ith eigenvalue and
eigenfunction of the covariance kernel, respectively; and
ξi(θ) denotes the ith random variable, which is a set of
uncorrelated random variables and can be expressed as
follows:

ξi(θ) �
1
��
λi

 
D

r(x, θ)φi(x)dx. (8)

Because the road roughness is assumed to be a zero-
mean Gaussian random process in this paper, ξi(θ) will be a
set of uncorrelated random normal variables. Equation (7)
can be transformed as

r(x, θ) � 

M

i�1

��
λi


ξi(θ)φi(x). (9)

After obtaining enough samples of road roughness, we
can use the method introduced in [26] to solve λi and φi(x)

numerically.
According to the theory of statistical moment calcula-

tion, the first two central moments of the random system can
be calculated by the following formula:

MEAN � 
∞

− ∞
g(X)p(x)dx,

VAR � 
∞

− ∞
[g(x) − MEAN]

2
p(x)dx.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

where MEAN and VAR denote mean value and variance
value, respectively.

Because the integral in (10) is continuous, the result of
MEAN and VAR can be obtained by the Gauss integral. By
utilizing the dimension reduction technique, the problem of
calculating the statistical moment of a system with multiple
random variables can be transformed into the problem of
calculating the statistical moment of a composite system
with a single random variable [27]. *ereafter, the calcu-
lation of (10) can be converted to the calculation of the
following formula:

a2S a1S

ks2, cs2

kt2, ct2

ks1, cs1

kt1, ct1

m2 m1

Vehicle velocity

mv, Iv

yv, θv

yt1yt2

Figure 1: *e BVI system.
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MEAN � 
n

i�1
E gi Xi(   − (n − 1)g(c),

VAR � 
n

i�1
E gi Xi(  − MEAN 

2
 

− (n − 1)[g(c) − MEAN]
2
,

(11)

with

E gi Xi(   � 

r

l�1

wGH,l��
π

√ gi

�
2

√
xGH,l ,

E g Xi(  − MEAN( 
2

  � 
r

l�1

wGH,l��
π

√

· gi

�
2

√
xGH,l  − MEAN 

2
,

(12)

where r denotes the number of quadrature points, whereas
xGH,l and wGH,1 represent the abscissa and weight of
Gaussian–Hermite (G-H) quadrature, respectively. *e
detailed values of G-H are listed in Table 1. A more detailed
derivation process can be found in [27, 34].

By combining the KLE and PEM (called KLE-PEM), the
response of the BVI system can be easily and quickly
obtained.

4. Simulation of Roughness

Road roughness spectrum recommended in Chinese code
GB7031-2005 [35] was used as the roughness power spectral
density (PSD) function to simulate the roughness samples,
which can be written as follows:

Gq(n) � Gq n0( 
n

n0





− w

, (13)

where n0 is the spatial reference frequency and the value is
0.1m− 1; Gq(n0) denotes the road roughness PSD at the
spatial frequency of n0, and its value is related to the road
roughness class; w is the frequency index, which determines
the frequency structure of road roughness spectrum,
wherein generally w � 2; and n represents a spatial frequency
in the effective frequency band of spatial frequency and
signifies the number of cycles of waves contained in each
meter of length, with its bandwidth being (n1, n2). Mean-
while, n1 and n2 are the upper and lower limits of the ef-
fective frequency band, respectively. *e bandwidth should
ensure that the vehicle vibration kinetic energy caused by
road roughness includes the main natural frequency of
vehicle vibration when the vehicle is driving at the average
speed. In the code GB7031-2005, according to the road PSD,
the road surface is divided into eight classes in accordance
with the roughness. In this paper, five roughness grades were
taken for calculation, as shown in Table 2.

Using the trigonometric series method (TSM) [16], the
PSD function can be transformed into spatial samples of
road roughness. Notably, 20,000 road roughness samples

corresponding to the PSD of class A, class B, class C, class D,

and class E were simulated with the length of 120m (which
can meet the total length of vehicles before entering, during
passing, and after leaving the bridge). *e roughness sam-
ples of different road roughness classes are shown in Fig-
ure 2. It can be seen that the roughness range of class A was
about − 3 to 3mm. Similarly, the roughness range of class B
was about -7 to 7mm, class C was about − 10 to 10mm, class
D was about − 20 to 20mm, and class E was about − 50 to
50mm.

*e eigenvalues and eigenfunctions of the road rough-
ness samples under different road classes were calculated to
obtain the KLE mathematical expression of the random
process of road roughness. *e first 160 items of the
characteristic value of the roughness under each road class
are illustrated in Figure 3. *rough calculation, the first 115
items of KLE can meet the accuracy requirement of 98%
under different road roughness conditions. *erefore, in the
subsequent calculations, 115 was used as the number of
truncation terms for each road roughness class; that is, the
BVI system has 115 independent random variables.

5. Numerical Simulation

5.1. Verification of the BVI Model. In order to verify the
accuracy of the BVI model, the results of the classical nu-
merical case in [36] were used to verify the model. In this
case, a moving mass-spring system passing through a simply
supported beam was calculated. *e parameters of the BVI
model were set to be consistent with the parameters of the
case, subsequent to which the results of the vertical dis-
placement time history response of the midspan are com-
pared with the results of the case, as shown in Figure 4. It can
be seen that the results of the current BVI model were es-
sentially consistent with the results of the classic case,
thereby verifying the accuracy of the BVI model.

5.2. Comparison with MCS. To verify the applicability of
KLE-PEM in the calculation of BVI model, an example was
taken in which the bridge was a one-span simply supported
beam. Its parameters are shown in Table 3, and the first four
mode shapes are shown in Figure 5. *e vehicle was a two-

Table 1: G-H integration with r� 3 [33].

Point 1 2 3
Abscissa xGH,l − 1.22474 0 1.22474
Weight wGH,1 0.29541 1.18164 0.29541

Table 2: Road roughness coefficient.

Road grade Coefficient Gq(n0)·10
− 6m2/m− 1

A: very good 1
B: good 6
C: average 16
D: poor 64
E: very poor 256
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Figure 2: Road roughness of various roughness classes: (a) class A: very good; (b) class B: good; (c) class C: average; (d) class D: poor; (e)
class E: very poor.
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Figure 3: Continued.
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axle vehicle, and its parameters are displayed in Table 4. *e
speed of the vehicle was 20m/s.

MCS can be used to calculate the response of a sto-
chastic system as the exact solution to evaluate the accuracy
of the new method in a stochastic system. Here, MCS and
KLE-PEM were used to calculate the BVI system with class
C road. *e number of times BVI programs were called by
MCS was 20,000. Since the number of KLE truncation
terms of a random process of road irregularity was 115

times, the number of the BVI programs called by KLE-PEM
with three estimation points was 115 × 2 + 1� 231. *e
comparison of the mean and variance of the bridge mid-
span displacement response obtained by calculation is
shown in Figure 6. As evidenced by the figure, the results
obtained by KLE-PEM coincide with the findings obtained
byMCS in terms of mean or variance. In addition, the mean
value of response of bridge displacement increased grad-
ually with the passing of vehicles and then decreased
gradually after the vehicles left the bridge, finally floating
along zero. *e variance of bridge displacement response
increased when the vehicle moved forward and decreased
when the vehicle moved forward. *e time when the
maximum value appears was essentially consistent with the
time when the maximum absolute value of the mean
displacement appeared.

*e statistical moment results of the vertical acceleration
time history response of the car body obtained by the two
methods are demonstrated in Figure 7. *e statistical mo-
ment obtained by KLE-PEM was essentially consistent with
that obtained by the MCS method. In addition, for the mean
value of response of the vehicle body, the mean value was
zero before the vehicle entered the bridge.*is is because the
road roughness was assumed as a zero-mean random
process.

5.3. BridgeDynamicResponse. *e dynamic responses of the
vehicle passing through the bridge at different vehicle speeds
under different road grades were calculated, and the re-
sponse’s maximum probability value was determined by the
triple standard deviation criterion [27]. *e maximum
probability value of vertical displacement response in the
middle span of the bridge was obtained, as shown in Fig-
ure 8. It can be seen that the bridge displacement response
did not change significantly with the vehicle speed and that
the road roughness class had a greater impact on the bridge
displacement response. *e bridge displacement response
increased with the increase of road roughness grade. For
class A road, the bridge displacement response was less than
6mm, while the bridge displacement response was 10mm
for class D.
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Figure 3: Eigenvalues of each grade of road roughness: (a) class A: very good; (b) class B: good; (c) class C: average; (d) class D: poor; (e) class
E: very poor.

Table 3: Parameters of the bridge [16].

Parameter Unit Value
Length m 30
Area m2 8
EI m4 2.5×1010

Density kg/m3 5000
Poisson’s ratio — 0.2
Damping ratio — 2%
1st vibration Hz 3.905
2nd vibration Hz 15.623
3rd vibration Hz 35.187
4th vibration Hz 62.721
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Figure 4: Verification of the BVI model.
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*e maximum probability value of vertical acceleration
response in themiddle of the bridge span is shown in Figure 9.
Unlike the displacement response, the acceleration response
in the middle of the bridge evidently changed with the change
of the vehicle speed, whereas the acceleration response first
increased and then decreased with the change of the vehicle
speed. For bridges with different roughness grades, the
maximum acceleration response appeared when the vehicle
speed is 20m/s. In addition, the acceleration response of the
bridge increased with the increase of road roughness grade.

5.4. Vehicle Dynamic Response. *e maximum value of the
vertical acceleration of the car body calculated by KLE-PEM
under different roughness classes without vehicle speed is
shown in Figure 10. It can be seen that in the case of different
roughness levels, the acceleration of the car changes with the
speed. More specifically, it first shows a trend of a decline
followed by an increase. When the speed was 20m/s, the
maximum acceleration of the car body was found to be the
smallest. Similarly, the roughness grade of a road surface was
found to have a great impact on the acceleration of the car
body.

5.5. Impact Factor of the Bridge. Dynamic impact factor
(IMF) is generally defined as the ratio of dynamic load effect
and static load effect of the bridge under vehicle load; i.e.,

μ �
Sd − Ss( 

Ss

, (14)

where Sd is the maximum dynamic response of the bridge
under moving vehicle load, SS denotes the maximum static
response of the bridge under corresponding vehicle load,
and μ signifies the IMF.

IMF is not only an important index to characterize the
impact effect of moving vehicle load on the bridge, but also a
parameter affected by multiple factors. In traditional re-
search studies, the dynamic IMF has been calculated by
collecting the bridge response from the real bridge test,
whereas the empirical calculation formula of IMF was ob-
tained by regression analysis of the collected samples.
However, on the one hand, the test method is expensive and
difficult to implement; on the other hand, different bridges
have different stress conditions, and the measured results of
a limited number of bridges may not be widely represen-
tative. In contrast, IMF analysis based on numerical sim-
ulation has the characteristics of low cost and flexible
simulation of different bridges and different working con-
ditions, which is why it is eliciting widespread attention.

In Section 5.3, it can be inferred that road roughness has
a great effect on the dynamic response of the bridge, thereby
implying that road roughness influences the IMF of the
bridge as well. To systematically discuss the IMF of the
bridge, the IMFs with different vehicle speeds, different
bridge spans, and different road grades were calculated from
the random aspect.*e range of vehicle speed was from 10 to
35m/s; the bridge spans were 20m, 22.5m, 25m, 27.5m,
and 30m, whereas their first natural frequencies were 8.79,
6.94, 5.62, 4.65, and 3.90Hz, respectively.

*e calculated IMF under different cases is shown in
Figure 11. For different bridge spans and road roughness

Table 4: Parameters of the vehicle [16].

Symbol Unit Value
Iv kgm2 1.47×105

mv kg 177,35
a1 — 0.519
a2 — 0.481
m1 kg 1500
m2 kg 1000
ks1/ks2 N/m 2.47×106/4.23×106

kt1/kt2 N/m 3.74×106/4.6×106

cs1/cs2 N/m/s 3.0×104/4.0×104

ct1/ct2 N/m/s 3.9×103/4.3×103
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Figure 5: Mode shape of bridge: (a) mode shape 1; (b) mode shape 2; (c) mode shape 3; (d) mode shape 4.
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Figure 6: Comparison of the statistical moment of bridge midspan displacement of the two methods: (a) MEAN; (b) VAR.
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Figure 7: Comparison of the statistical moment of car body vertical acceleration of the two methods: (a) MEAN; (b) VAR.
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Figure 8: Maximum response of bridge displacement via various vehicle and roughness classes.
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Figure 9: Maximum response of bridge acceleration via various vehicle and roughness classes.
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Figure 10: Maximum response of vehicle acceleration via various vehicle and roughness classes.
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Figure 11: Continued.
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grades, the IMF of the bridge generally increased with the
increase of vehicle speed. For different bridge spans, the
change of IMF was not particularly obvious, while the in-
fluence of road roughness on IMF was strong. For class A
and class B roughness, the IMF was smaller than 1, while the
IMF value was larger than 5 for class E. With the growth of
the bridge operation time, it was found that the pavement
roughness gradually increases, which is why the IMF of the
bridge will also gradually increase over time, thus jeop-
ardizing the bridge’s structural safety. *erefore, when
maintaining the bridge, measurement and maintenance of
the pavement roughness should be given due attention.

6. Conclusions

To comprehensively analyze the influence of road roughness
on the response of the BVI system, a random BVI model

considering the randomness of road roughness was estab-
lished. *e vehicle model was simulated by a mass-spring-
damping system, and the bridge was simulated by the FEM
theory. *e time-varying system equations of the two were
obtained by the energy variational principle. Karhu-
nen–Loeve expansion was used to express the road
roughness, and the response’s statistical moment was cal-
culated by the PEM. Subsequently, the response of the BVI
system with different speeds, different spans, and different
roughness was analyzed. *e results are as follows:

(1) *e KLE-PEM method can obtain the random re-
sponse of the BVI quickly and precisely, and the
computational efficiency is two orders of magnitude
higher than that of MCS method.

(2) *e sensitivity of bridge displacement and acceler-
ation response to the road roughness is higher than
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Figure 11: IMF under different cases: (a) 20m span; (b) 22.5m span; (c) 25m span; (d) 27.5m span; (e) 30m span.
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the vehicle speed. In addition, the coarser the road
surface, the more obvious the influence of vehicle
speed change on the bridge response.

(3) Vehicle speed has a great influence on vehicle ac-
celeration, but it does not increase linearly with the
increase of vehicle speed; on the other hand, road
roughness has a great influence on vehicle
acceleration.

(4) Compared with different speeds, different bridge
spans, and different pavement roughness, road
roughness has a strong influence on the IMF of the
bridge, which should elicit sufficient attention when
carrying out bridge engineering maintenance.
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1. Introduction

In recent years, earthquakes are more and more widespread
in the world. -e distribution of seismic zones is not uni-
form, but they are widely distributed. Some scholars have
carried out extensive and in-depth research on the seismic
design of building structures, and the earthquakes have
caused huge economic losses and casualties. To deal with the
threat of earthquake disaster to buildings, the research on
hysteretic behavior of building structures is more and more
extensive. Nowadays, the most commonly used composite
structure is steel-concrete composite structure. It is a
composite structure composed of steel and concrete, which
mainly uses the advantages of compressive performance of
concrete and tensile performance of steel. Not only is this
composite structure convenient for construction, but it also
saves a lot of materials, so as to achieve the goals of reducing
the cost, reducing the weight of components, and shortening
the construction period. -erefore, the steel-concrete
composite structure is widely used in practical engineering.

Liu and Dong [1] carried out the torsion tests of 16
circular CFRP concrete-filled steel tubes. -e results show
that the failure modes of the specimens bonded with lon-
gitudinal CFRP and circumferential CFRP are different.
Romero et al. [2] carried out experimental research and
finite element theoretical analysis on fire performance of
concrete-filled steel tubular members. -e results show that
the steel tube and CFRP can work together, and the de-
formation of the component approximately conforms to the
plane section assumption. Han and Zhong [3] deduced the
axial force torque correlation equation of concrete-filled
steel tubular members, described the moment torque cor-
relation equation, and analyzed the whole process of such
specimens. Nie et al. [4] conducted an experimental study on
the torsional hysteretic behavior of concrete-filled steel tubes
with circular section and rectangular section. -e results
show that the hysteretic curve is very full, and the unloading
stiffness and the initial loading stiffness of the specimen are
almost the same, and the specimen shows good energy
dissipation performance; the torsion resistance of the
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ABSTRACT

Twelve specimens of circular concrete-filled CFRP-steel tubes were built, and their failure modes and P-curves were analysed, to 
investigate the differences in hysteretic behaviour under various influencing variables. The P-curves and deformation mode of 
the specimens were simulated using ABAQUS. The stress distribution of all of the specimens' component materials, as well as the 
interaction between the steel tube and concrete, were analysed throughout the loading process based on the simulation results, 
and the trilinear model, the restoring force model of circular concrete-filled CFRP-steel tube, was proposed. The P-curves of all 
of the specimens were full and showed outstanding hysteretic activity. The P-curves, skeleton curves, and deformation mode of 
the specimens were simulated using ABAQUS, and the simulation results were in good agreement with the experimental results. 
Furthermore, the results of the restoring force model based on the trilinear model were consistent with the results of the finite 
element simulation.
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specimen with too large axial compression ratio is weakened
due to too serious deformation. Zhou et al. [5] carried out
the pure torsional hysteretic behavior test of hollow sand-
wich concrete-filled steel tubular specimens with section
form and void ratio as the main parameters. -e experi-
mental results show that the initial elastic stiffness is close to
the unloading stiffness, and the specimens show good energy
dissipation capacity [6], and the hysteretic behavior of
circular section hollow sandwich concrete-filled steel tube is
better than that of square section [7, 8]. Sundarraja and
Prabhu [9] found that the steel ratio and the number of
CFRP layers have great influence on the bearing capacity of
square CFRP-CFSTspecimens and proposed a finite element
simulation method to reproduce the mechanical behavior of
square CFRP-CFST effectively. Tao et al. [10, 11] indicated
that the bearing capacity of CFRP-CFST specimens was
significantly reduced after fire, but the fire resistance ability
of concrete-filled CFRP-steel tube specimens was better than
that of ordinary concrete-filled steel tube specimens. Peng
et al. [12] studied the influence of various materials on the
bearing capacity of square concrete-filled CFRP-steel tube
under axial compression. Wang et al. [13] and Che et al. [14]
studied the influence of slenderness ratio and eccentric ratio
on the performance of square concrete-filled CFRP-steel
tube. At present, most of the researches are focused on the
static performance of components. -erefore, it is necessary
to study the CFRP-CFSTunder hysteretic load and establish
a more accurate restoring force model.

In view of this, 12 groups of circular CFRP concrete-
filled steel tube specimens were designed in experiment.
Referring to the hysteretic test of concrete-filled steel tube,
the specimens’ failure modes and the lateral force-deflection
P-Δ curve were studied. -e specimens’ P-Δ curve and
deformation mode were simulated with ABAQUS. On this
basis, each component material’s stress distribution and the
interaction between the steel tube and concrete were ana-
lyzed. Based upon the trilinear model, the restoring force
model of C-CF-CFRP-STwas proposed. Finally, the model’s
calculation results were compared with the results of finite
element simulation to verify the model’s accuracy.

2. Performance of Raw Materials and
Test Design

2.1. Performance of Raw Material

2.1.1. Steel. Longitudinal welded steel tube was used. -e
material properties of the steel are shown in Table 1. fy is the
yield strength of steel tube. fu is the ultimate strength of steel
tube. Es is the elastic modulus of steel tube. εsy is the yield
strain of steel tube. vs is Poisson’s ratio, and ε ’ is the
elongation of steel.

2.1.2. Concrete. Portland cement with a strength grade of
42.5 was used in the experiment. Medium coarse sand was
used as fine aggregate. -e particle size of the coarse ag-
gregate gravel was 5∼15mm, and a water reducer with 1%
cement weight was added. -e specific ratio of the concrete

is shown in Table 2. -e concrete mix used in this experi-
ment refers to the C50 concrete which is prepared according
to the European concrete code and Chinese concrete code.

After 28 days of standard curing, the concrete cube’s
compressive strength (fcu) was 47.8MPa and the elastic
modulus (Ec) was 34.6 GPa.-e cube’s compressive strength
was 77.7MPa during the hysteretic test.

2.1.3. CFRP and Viscose. Carbon fiber fabric is a unidi-
rectional fabric woven with carbon fiber made in China. Its
main properties are shown in Table 3.

-e adhesive and base adhesive are building structural
adhesives produced by China Institute of Construction
Science and Technology in the test.

Firstly, concrete-filled steel tube was prepared according
to Han et al. [15]. After that, acetone was used to clean the
welding slag and oil on the steel tube surface.-e viscose was
evenly applied on the surface of steel tube, and part of the
viscose was evenly applied on the surface of CFRP. -e
bubbles were removed by scraping to ensure that the ad-
hesive completely penetrated into CFRP. -e sequence of
pasting CFRP is as follows: paste the longitudinal CFRP
firstly. When its surface is dry, then paste the transverse
CFRP, and lap length of transverse CFRP is 150mm. Finally,
apply a layer of adhesive on the outer layer to make it
completely cured within one week.

2.2. Test Design. A total of 12 specimens were designed, and
the hysteretic behavior of the specimens was tested. -e
main parameters include axial compression ratio (n) and
longitudinal CFRP reinforcement coefficient (η):

n � N0/Nu,cr, (1)

where N0 is the axial force applied to the specimen.
-e calculated length (L) of each group is 2000mm, the

outer diameter (Ds) is 140mm, the wall thickness (ts) is
4mm, and the number of transverse CFRP layers (mt) is 1,
where n is the axial compression ratio, η is the longitudinal
CFRP reinforcement coefficient, ml is the number of lon-
gitudinal CFRP layers, Δy is the yield displacement of the
specimen, and the specific parameters of each specimen are
shown in Table 4.

Before the test, the specimens are placed horizontally
and hinged at both ends. -e axial force is applied by the
electrohydraulic servo system actuator set horizontally, and
the hysteretic force is applied by the electrohydraulic servo
system actuator set vertically in the middle section. -e
actuator is connected with the test piece through a rigid
fixture. In order to avoid out-of-plane instability of the
specimen during loading, a set of lateral support devices are
designed, which are respectively set at two quarter points of
the specimen. -e loading panorama of specimens with

Table 1: -e material properties of steel tube used in experiment.

Section fy (MPa) fu (MPa) Es (GPa) εsy (με) vs ε′ (%)

Circular 298 425 199 2502 0.28 27

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Characteristic of Specimens of Circular... A. Mandal et al.233



compression bending hysteretic behavior is shown in
Figure 1.

-e load-displacement control method was used in
the test. -e actual load is constant, and lateral load is
cyclic in this test. Both the lateral load and the axial load
are loaded by actuators, and the direction has been shown
in Figure 2. Section diagram of C-CF-CFRP-ST speci-
mens is shown in Figure 3. At the initial stage of the test,
the load was controlled and loaded in stages, respectively,
according to 0.25Puc (Puc is the estimated lateral bearing
capacity), 0.5Puc, and 0.7Puc, and each stage load cycle
was 2 times; after that, the displacement was controlled
and loaded in stages, according to 1.0Δy, 1.5Δy, 2.0Δy,
3.0Δy 5.0Δy, 7.0Δy, and 8.0Δy, Δy � Puc/K0.7, and the secant
stiffness of P-Δ skeleton curve when K0.7 is 0.7Puc. -e
load cycle of other stages is twice. Before the test, the axial
force of 0.5N0 is used to load and unload once, so as to
reduce the influence of the internal structure inhomo-
geneity [16–18].

During the test, the INV-306D intelligent signal ac-
quisition and analysis system connected with the vertical
actuator of the electrohydraulic servo system directly
collects P and Δ. -e INV-306D intelligent signal ac-
quisition and analysis system connected with the hori-
zontal actuator of the electrohydraulic servo system
directly collectsN0 and Δ′. -e deflection is measured with
a displacement meter at two quarter points close to the
two supports. One transverse strain gauge and one lon-
gitudinal strain gauge are, respectively, pasted on the steel
tube and CFRP tube at the outermost edge of the middle
section and the lower section to measure the strain.
Loading system of C-CF-CFRP-ST specimens is shown in
Figure 4.

3. Test Results and Analysis

3.1. Test Phenomenon. Before reaching the yield-loading, the
P-Δ curve of the specimen is basically linear, and there is no
obvious residual deformation. With the increase of the
lateral displacement, there is a small bulge at the connection
between the rigid fixture and the specimen. After that, the
axial compression ratio has a significant effect on the ex-
perimental phenomena.

For the specimen with small axial compression ratio
(n≤ 0.2), when loading to 3Δy∼5Δy, the microbulge occurs
on both sides of the fixture. With unloading and reverse
loading, the bulge is flattened again, and causes the
microbulge in the compression area on the other side. When
loading to 5Δy, for the specimens with longitudinal CFRP, it
can be found that the transverse CFRP fibers cracked, and
the longitudinal CFRP began to break sporadically. When
loading to 7Δy, the drumming began to develop significantly,
and a continuous burst sound was emitted. At this time, the
transverse CFRP is slightly fracture, and the longitudinal
CFRP begins to fracture in large stage. As shown in
Figure 5(a), A1 specimen has both transverse and longitu-
dinal CFRP, naked leakage appears on the outer wall of the
steel tube, which indicates that the longitudinal CFRP is
fractured a lot. After that, the transverse CFRP begins to
fracture in a large scale. For the specimens without longi-
tudinal CFRP, as shown in Figure 5(b), only when the
deflection is large at the later stage of loading, a large number
of transverse CFRP fractures begin to appear.

As shown in Figure 6(a), for the specimen with large
axial compression ratio (n≥ 0.4), the change of the specimen
is basically consistent with that of the specimen with small

Table 3: Basic performance parameters of CFRP.

-ickness of single layer (mm) Weight (g/m3) Elongation at break (%) Tensile strength of monofilament (GPa) Elastic modulus (GPa)
0.111 200 2.1 4.9 230

Table 4: Parameters of C-CF-CFRP-ST specimens.

Order Number n ml (layers) ηh N0 (kN) Dy (mm)
1 A0 0 0 0 0 12.1
2 A1 0 1 0.157 0 13.1
3 A2 0 2 0.314 0 13.1
4 B0 0.2 0 0 228 13.1
5 B1 0.2 1 0.157 230 12.1
6 B2 0.2 2 0.314 233 12.1
7 C0 0.4 0 0 455 11.3
8 C1 0.4 1 0.157 460 9.3
9 C2 0.4 2 0.314 466 8.6
10 D0 0.6 0 0 681 11.1
11 D1 0.6 1 0.157 691 10.1
12 D2 0.6 2 0.314 698 6.6

Reaction pier 

Lateral support 

Sliding plate 

Actuator (500 kN) 

Actuator (1250 kN)

Plate hinge

Fixturespecimen 

Figure 1: Loading equipment of hysteretic performance test of
specimens.

Table 2: Specific ratio of concrete kg/m3.

Cement Water Fine aggregate Coarse aggregate
490 171.5 661.5 1078
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axial compression ratio (n≤ 0.2) when the load is 3Δy∼5Δy.
After loading to 7Δy, the transverse and longitudinal CFRP
of specimens begin to fracture gradually. For specimens
without longitudinal CFRP, the transverse CFRP begins to
fracture gradually, as shown in Figure 6(b).

Based on this, it can be found that with the increase of η
the damage degree of the specimen is reduced. Figure 7
shows all the specimens with circular section after loading.

After the loading specimen is broke, it can be seen that
there are some tiny bulges in the interior of the specimen, as
shown in Figure 8(a), and there are fewer cracks in the
corresponding position of the concrete, as shown in
Figure 8(b), which indicates that the concrete confined by
CFRP and steel tube has good plastic filling performance,
and the test performance is that the failure characteristics of
the specimen are not obvious.

3.2. 2e Curve of P-Δ

3.2.1. 2e Hysteresis Curve of P-Δ. Figure 9 shows the P-Δ
curve of the specimen. It can be seen that the hysteretic curve
of the specimen is full and there is no pinch phenomenon. In
the initial stage of loading, the specimen is basically in the
elastic stage, and the hysteretic curve changes approximately
linearly. After yielding, the residual deformation gradually
increases, and the stiffness decreases. From unloading to
reverse loading, the stiffness of the specimen changes little.
For the specimen without axial compression ratio, the
bearing capacity does not decrease in the later stage of
loading. For the specimen with axial compression ratio, the
bearing capacity decreases in the later stage of loading
obviously. -e specimen without axial compression ratio
only bears the action of bending moment and consumes less
energy. Compared with the specimen with axial compres-
sion ratio, its bearing capacity is not reduced. In addition,
with the increase of axial compression ratio, the compres-
sion area of core concrete increases, which is more likely to
lead to concrete cracking and reduce the later bearing ca-
pacity of specimens [3].

3.2.2. P-Δ Skeleton Curve. Figure 10 shows the P-Δ skeleton
curves of specimens with different axial compression ratios.
Figure 11 shows the local section P-Δ skeleton curves. It can
be seen that, with the increase of axial compression ratio, the
lateral bearing capacity and elastic stiffness of the specimen
decrease. However, the curve of the circular specimen with
η� 0 has no decreasing stage. When η> 0, the curve of the
specimen has decreasing stage, and the descending range
increases with the improvement of the axial compression
ratio.

Reaction wallSliding plate

Actuator (1250 kN)

Actuator head

Actuator head

Fixture

Reaction frame

Actuator (500 kN)

Plate hinge

Reaction pier 
Specimen

Floor

Lateral support

Axial load direction

Transverse load direction

Figure 2: Loading diagram of C-CF-CFRP-ST specimens with compression bending hysteretic behavior.
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CFRP

Steel tube

D
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Figure 3: Section diagram of C-CF-CFRP-ST specimens.
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Figure 4: Loading system of C-CF-CFRP-ST specimens.
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4. Finite Element Simulation

4.1. Element Type Selection and Mesh Discretization. -e
adopted element in the mesh of the steel tube is shell
element S4 with full integration. Simpson integration

with 9 integrating points in the shell thickness direction is
used. For the mesh of the concrete, 3D brick element
C3D8R with reduced integration is used. Membrane el-
ement M3D4 with 4nodes is used for modelling CFRP
[19, 20].

Steel tube 

(a)

Steel tube 

(b)

Figure 5: Fracture of CFRP of specimens with a small axial compression ratio. (a) Longitudinal CFRP of A1. (b) Transverse CFRP of A0.

Steel tube 

(a)

Steel tube

(b)

Figure 6: Fracture of CFRP of specimens with a large axial compression ratio. (a) Longitudinal CFRP of C1. (b) Transverse CFRP of C0.

Figure 7: -e C-CF-CFRP-ST specimens after loading.

(a) (b)

Figure 8: Internal and external damage of specimen failure. (a) Steel tube. (b) Concrete.
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4.2. Stress-Strain Relationship ofMaterials. -e details of the
stress-strain relationships of the steel are determined
according to the constitutive model suggested by Han and

Zhong [3]. -e Concrete Damage Plasticity is used in the
finite element simulation of concrete, and stress-strain of
concrete relationship is shown in the following equation:
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Figure 9: P-Δ curves of specimens. (a) A0 specimen. (b) B0 specimen. (c) C0 specimen. (d) D0 specimen. (e) A1 specimen. (f ) B1 specimen.
(g) C1 specimen. (h) D1 specimen. (i) A2 specimen. (j) B2 specimen. (k) C2 specimen. (l) D2 specimen.
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Figure 10: Effect of axial compression ratio on P-Δ skeleton curve of specimens. (a) η� 0 specimens. (b) η� 0.157 specimens. (c) η� 0.314
specimens.
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Figure 11: -e local section on P-Δ skeleton curve of specimens. (a) η� 0 specimens. (b) η� 0.157 specimens. (c) η� 0.314 specimens.
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εu � ε0 + 51659ξcf − 38904ξ2cf , (11)

where compressive strength of the concrete is defined as f ′c.
ξ′ is confinement factor ratio. q, C, and D are related pa-
rameters about ξ. β and βs are related parameters about ξs. εu
is the longitudinal strain of the specimen. -e failure energy
criterion of concrete is used to simulate the tension of
concrete.

Gf � 40 + 4 fc
′ − 20( ,

σt0 � 0.26 1.5fc
′( 
2/3

,
(12)

where total energy consumed in concrete fracture process is
defined as Gf and σt0 is the ultimate tensile strength of
concrete.

-e shrinkage and the creep are not considered for
concrete material in the finite element model.

-e confinement of transverse CFRP is quantified by the
confinement factor of transverse CFRP (ξcf ) proposed. -e
reinforcement efficiency of longitudinal CFRP is defined as a
strengthening coefficient (η). All influence factors are given
from (15) to (17).

η �
Acflfcfl

Asfy 
,

Acft � Ecf εcftr,

fcfl � Ecf εcflr,

(13)

where Acft and fcft are the cross-sectional area and the ul-
timate tensile strength of the transverse CFRP, respectively.
Acfl and fcfl are the cross-sectional area and the ultimate
tensile strength of the longitudinal CFRP, respectively. It has
been verified by previous experiments that lateral restraint of
CFRPs to the steel tube is lost once the fracture strain of
transversal CFRP is reached (εcftr � 5500με). When the
rupture strain of longitudinal CFRPs is reached
(εcflr � 10000με), the longitudinal strengthening effect to the
members is lost [21, 22].

4.3. Division of Mesh, Interactions, and Boundary Condition.
-e refined mesh method is used to analyze the mesh
convergence before meshing. Because the pressure between
steel tube and concrete can only be transferred on the
surfaces of two materials, the hard contact mode is adopted
between them. It is assumed that the steel tube and the end
plate are integral part in the finite element model, so the
element nodes of the steel tube and the end plate on the
contact surface have the same nodal degree of freedom. In
the finite element simulation, there is no slip in the tan-
gential direction, and it is hard contact between the end plate
and the concrete in the normal direction. CFRP and steel
tube contact adopts bonding. Figure 12 shows the boundary
conditions for the finite element simulation of specimens.

Firstly, half of the whole component was selected, and
then quarter of the specimen was cut. According to the
symmetry of the geometry and boundary conditions of the

component, the quarter model of the actual component is
taken for analysis, and the symmetrical constraint condi-
tions are imposed on the symmetry plane of the calculation
model. -e boundary condition is that the surface load is
applied on the end plate and the lateral hysteretic force is
applied on the middle section. In order to ensure that the
loading mode is consistent with that in the test process, the
loading-displacement control mode is adopted.

4.4.Comparisonof FiniteElement SimulationandTestResults.
Figures 13 and 14 show the comparison between the sim-
ulation results and the test results of P-Δ curve and P-Δ
skeleton curve of partially C-CF-CFRP-ST specimens, re-
spectively. Figures 15(a) and 15(b) show the actual failure
modes and the finite element simulation failure modes of the
steel tube in the specimens, respectively. Figures 16(a) and
16(b) show the failure modes of concrete in specimens and
those of finite element simulation, respectively. It can be seen
that the simulation results are in good agreement with the
experimental results. -e test results of each group are
basically consistent with the finite element simulation re-
sults, which shows that the simulation results of the
established model are in good agreement with the actual test
results. Table 5 shows comparative error analysis of test and
finite element skeleton curves. -e elastic stiffness and ul-
timate bearing capacity of the test and finite element models
are calculated, respectively. -e calculation results show that
the error between test and finite element is less than 20%.
-e mean square deviation of elastic stiffness and ultimate
bearing capacity between test and finite element is calcu-
lated. -e mean square deviation of elastic stiffness between
test and finite element is 0.89, and the mean square deviation
of the ultimate bearing capacity between test and finite el-
ement is 0.84. -is shows that the finite element model is in
good agreement with the experimental results.

5. Analysis of the Entire Load Process

Figure 17 shows the specimens’ typical P-Δ curve. Six
characteristic points were selected in the curve. Point O
corresponds to the completed state of axial compression
(N0). A corresponds to the steel tube’s yielding state. B
corresponds to the fractured state of longitudinal CFRP, and
C corresponds to the fractured state of transverse CFRP.
Point D corresponds to the state of load reach bearing ca-
pacity, and E corresponds to the state of deflection (Δ)
reached at 7Δy, when deflection is approximately L/25.

5.1. Distribution of the Interaction between Steel Tube and
Concrete. Figure 18 shows the distribution of the interaction
between C-CF-CFRP-STspecimens’ concrete and steel tubes
during loading from point O to point E. It can be seen that
the interaction between the tube and concrete was reflected
primarily in the compression zone.

At point O, the interaction between steel tube and
concrete is small because Poisson’s ratio of steel tube is larger
than that of concrete, and the transverse deformation of
concrete is smaller than that of steel tube. With the yield
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Figure 12: Boundary conditions for the specimens’ finite element simulation.
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Figure 13: Continued.
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Figure 14: Continued.
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Figure 13: Comparison of simulation results and experimental results of P-Δ curves of specimens. (a) A0 specimen. (b) B0 specimen. (c) C0
specimen. (d) D0 specimen. (e) A1 specimen. (f ) B1 specimen. (g) C1 specimen. (h) D1 specimen. (i) A2 specimen. (j) B2 specimen. (k) C2
specimen. (l) D2 specimen.
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Figure 15: Failure modes of steel tube with middle section. (a) Test result. (b) FE result.
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Figure 14: Comparison of simulation results and experimental results of P-Δ skeleton curves of specimens. (a) A0 specimen. (b) B0
specimen. (c) C0 specimen. (d) D0 specimen. (e) A1 specimen. (f ) B1 specimen. (g) C1 specimen. (h) D1 specimen. (i) A2 specimen. (j) B2
specimen. (k) C2 specimen. (l) D2 specimen.
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Figure 16: Failure modes of concrete with middle section. (a) Test result. (b) FE result.
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range of steel tube reached (point A), the interaction in-
creases sharply. After the CFRP fracture at points B and C,
the interaction continues to increase. At point D, the load
reaches the bearing capacity, and the interaction of member
begins to decrease. At point E, the interaction of member has
been increased again.

5.2. Longitudinal Stress Distribution of Concrete in Tube.
Figure 19 shows the longitudinal stress distribution of
concrete in the C-CF-CFRP-ST specimens during loading
from point O to point E. It can be seen that, at point O, the
concrete was under whole section compression, and the
maximum compressive stress of the circular member is

Table 5: Comparative error analysis of test and finite element skeleton curves.

No.
Elastic stiffness
of test (mm/

kN)

Elastic stiffness of
FE result (mm/

kN)

-e comparative error
of elastic stiffness (%)

-e ultimate
bearing capacity of

test (kN)

-e ultimate bearing
capacity of FE result

(kN)

-e comparative error of
the ultimate bearing

capacity (%)
A0 6.16 5.78 93.83 72.64 71.50 98.43
B0 5.18 4.85 93.62 60.08 61.09 98.34
C0 4.53 5.07 80.50 58.26 56.24 96.53
D0 3.67 3.48 94.82 56.47 48.52 85.92
A1 5.18 6.22 83.27 74.9 73.88 98.63
B1 5.41 6.12 88.39 63.92 62.60 97.93
C1 4.99 5.73 87.08 61.70 57.49 93.17
D1 4.79 4.45 92.90 60.61 48.72 80.39
A2 5.63 6.47 87.01 72.18 73.47 98.24
B2 5.31 5.94 89.39 67.13 65.7 97.86
C2 5.28 5.50 96.00 65.52 57.48 87.72
D2 4.73 3.95 83.50 62.21 50.14 79.38

E
D

C

B

A

P

O

Δ

Figure 17: -e typical P-Δ curve of specimens of S-CF-CFRP-ST.
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Figure 18: Distribution of interaction between steel tube and concrete in members.
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mainly concentrated in the outermost edge of the concrete.
At point A, the stress of the concrete increases significantly
due to the restraint effect of the steel tube, and the tensile
zone begins to appear in the section. At points B and C, with
the gradual increase of the deflection of the middle section,
the maximum compressive stress of the concrete further
increases. After that, the stress of the members almost does
not increase. -e longitudinal stress at point C is consistent
with point D, and the specimen reaches the maximum
compressive stress at point E.

5.3. Stress Distribution of Steel Tube. Figure 20 shows the
longitudinal stress distribution of the steel tube in S-CF-
CFRP-STspecimens during loading from pointO to point E.
It can be seen that the full section of the specimens was
compressed at pointO. -e steel tube remained in the elastic
stage with a light load at point O, and the stress distribution
along the length of the specimens was relatively uniform. At
point A, the steel tube in the tension zone of the middle
section of the member enters the yield stage. When loading
to points B and C, the stress of the steel tube gradually
increases, and with the CFRP fracture, the yield region of the
steel tube gradually develops to both ends of the member. At
points C and D, the stress of the steel tube is basically
unchanged. In addition, it can be seen that the distribution
of longitudinal stress of steel tube is basically consistent with
that of concrete.

5.4. Stress Distribution of Longitudinal CFRP.
Longitudinal CFRP was taken as a variable in the test, so the
longitudinal stress distribution was studied. Figure 21 shows
the CFRP’s longitudinal stress distribution in the C-CF-
CFRP-STspecimens during loading from pointO to point E.
It can be seen that, at O point, the longitudinal CFRP is
almost not stressed, because CFRP only produces tensile
stress along the fiber direction.When the yield of steel tube is
reached (A point), the stress in the section in the tensile zone
is the largest, and the longitudinal CFRP is still in the elastic
stage and does not fracture. With the gradual increase of the
deflection of the section, the stress in the section of the

tensile zone gradually increases and reaches the fracture
strength at point B. -e results show that the longitudinal
CFRP in tension zone delays the deformation. As the failure
area of longitudinal CFRP increases, the stress decreases
gradually. During the whole loading process, the longitu-
dinal CFRP in the compression zone has no effect.

6. Restoring Force Model

-e finite element simulation of C-CF-CFRP-ST specimens’
P-Δ curve is complex to use in practice, so it is necessary to
propose a simplified restoring force model. -rough a large
number of calculations on the C-CF-CFRP-STspecimens’ P-
Δ curves (the stage of each parameter: n� 0∼0.8,
fy � 235∼420MPa, fcu � 30∼90MPa, α� 0.03∼0.2, ξcf � 0∼0.6,
η� 0∼0.9, and λ� 10∼80), it was found that the specimens’
restoring force model can be modified appropriately, and
then a model suitable for C-CF-CFRP-ST beam-column was
proposed [23, 24].

6.1. Trilinear Model. As shown in Figure 22, the restoring
force model for S-CF-CFRP-ST specimens can be used to
calculate from one circle at the end of the elastic stage to the
end of loading. In Figure 18, point A is the end of the
skeleton curve’s linear elastic stage, and its lateral loading
was taken as 0.6 times the skeleton curve’s peak loading (Py).
-e OA segment’s stiffness was defined as Ka.

Point B is the skeleton line’s peak point, and its lateral
loading (Py) corresponding to the displacement was Δp.. -e
stiffness along the BC segment was defined as KT. When
unloading from point 1 or 4 in Figure 18, the unloading was
performed according to the stiffness of the elastic stage (Ka)
and was loaded to point 2 or 5. -e loading value of point 2
was taken as (0.2 + n) times the loading value of point 1 in
the ordinate, and the loading value of point 4 in the ordinate
was taken as (0.2 + 1.2n) times the loading value of point 5 in
the ordinate. As the reverse loading continued to increase,
the model entered the softening segment of 23′ or 5D′.
Points 3′ and D′ were on the extension line of OA, and their
ordinates were the same as points 1 (or 3) and 4 (or D),
respectively. Finally, the loading path was carried out along
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Figure 19: -e longitudinal stress distribution of concrete in the specimens.
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Figure 20: -e longitudinal stress distribution of the steel tube in specimens.
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Figure 21: -e CFRP’s longitudinal stress distribution in the specimens.
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Figure 22: Restoring force model of S-CF-CFRP-ST specimens.
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Ka �
3Ke

L
3
1

,

Ke � EsIs + 0.2EcIc + 5EcfIcfl,

L1 �
L

2
.

(14)

which Is, Ic, and Icfl are the section inertia of the steel tube,
concrete, and longitudinal CFRP, respectively.

6.2.2. Determination of Δp and Py. -e results show that the
specific expression of component Δp is as follows:

ΔP �
6.74 (ln r)

2
− 1.08 ln r + 3.33  0.8 − nξcf( (0.8 − 0.7nη)f1(n)

8.7 − s

Py

Ka

, (15)

f1(n) �
1.336n

2
− 0.044n + 0.804, 0≤ n≤ 0.5,

1.126 − 0.02n, 0.5< n< 1.
 (16)

where r� λ/40 and s� fy/345.
-e results show that the specific expression of com-

ponent Py is as follows:

Py �

1.05af1 ξcf , η, n( 
My

L1
, 1< ξ ≤ 4,

(0.2ξ + 0.85)af1 ξcf , η, n( 
My

L1
, 0.2≤ ξ ≤ 1,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(17)

a �
0.96 − 0.002ξ, 0≤ n≤ 0.3,

(1.4 − 0.34ξ)n + 0.1ξ + 0.54, 0.3< n< 1.
 (18)

-e expression of f1 (ξcf, η, n) is obtained by regression of
a large number of calculation results.

f1 ξcf , η, n( 

�
1.4 − 5.7 0.35 − 20ξcfn( (n − 0.3) + 0.1(1 + η)

2+n
, ξcf ≤ 0.1,

1.34 − 2.37 1 − 3ξcf( (n − 0.35) − 0.01η1+n
, ξcf > 0.1.

⎧⎨

⎩

(19)

-e results show that the specific expression of com-
ponent My of specimens is as follows:

My �
A1c + B1

A1 + B1( (pn + q)
f2 ξcf , η, n( Mbc, (20)

A1 �
−0.137, b≤ 1,

0.118b − 0.255, b> 1,
 (21)

B1 �
−0.468b

2
+ 0.8b + 0.874, b≤ 1,

1.306 − 0.1b, b> 1,
 (22)

p �
0.566 − 0.789b, b≤ 1,

−0.11b − 0.113, b> 1,
 (23)

q �
1.195 − 0.34b, b≤ 1,

1.025, b> 1,
 (24)

b �
α
0.1

. (25)

-e expression of f2 (ξcf, η, n) is obtained by using
formulas (1) and (20):

f2 ξcf , η, n(  � 1 − 1.5ξcfn − η0.1(1+n)
. (26)

6.2.3. Determination of KT. -e stiffness (KT) of the spec-
imens’ third segment is as follows:

KT �
0.03f2(n)f(r, α)Ka 

c
2

− 3.39c + 5.41 
,

f2(n) �

3.043n − 0.21, 0≤ n≤ 0.7,

0.5n + 1.57, 0.7< n< 1,

⎧⎪⎨

⎪⎩

f(r, a) �

8α 1 + 5ξcf( (1 + η) − 8.6 r + 6α + 0.9, r≤ 1,

15α 1 − 0.02ξcf( (1 − 2η) − 13.8 r + 6.1 − α, r> 1,

⎧⎪⎨

⎪⎩

(27)

where c� fcu/60.

6.3. Comparison of Restoring Force Model Results and Finite
Element Simulation Results. Figure 23 shows the compari-
son between the restoring force model’s results and the finite
element simulation results in the C-CF-CFRP-STspecimens’
P-Δ curve. It can be seen that the restoring force model

3′1′2′3 or D′4′5′D, and the method to determine the soft-
ening segment 2′3 and 5′D is similar to that of 23′ and 5D′, 
respectively.

It can be seen that if the displacement (Δp) and the lateral 
loading (Py) at point B and the stiffness (Ka) in the elastic 
stage and the stiffness ( KT) o f t he t hird s egment a re de-
termined, the restoring force model can be calculated 
according to the process above.

6.2. Determination of Trilinear Model

6.2.1. Determination of Ka. According to the results of the 
parametric analysis, the stiffness (Ka) of the S-CF-CFRP-ST 
specimens’ restoring force model is shown as follows:
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Figure 23: -e comparison between the restoring force model’s results and the finite element simulation results. (a) A0 specimen. (b) B0
specimen. (c) C0 specimen. (d) D0 specimen. (e) A1 specimen. (f ) B1 specimen. (g) C1 specimen. (h) D1 specimen. (i) A2 specimen. (j) B2
specimen. (k) C2 specimen. (l) D2 specimen.
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Figure 24: -e comparison between the restoring force model’s results and the finite element simulation results of skeleton curve. (a) A0
specimen. (b) B0 specimen. (c) C0 specimen. (d) D0 specimen. (e) A1 specimen. (f ) B1 specimen. (g) C1 specimen. (h) D1 specimen. (i) A2
specimen. (j) B2 specimen. (k) C2 specimen. (l) D2 specimen.
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results agreed well with those of the finite element
simulation.

Figure 24 shows the comparison between the restoring
force model’s results and the finite element simulation re-
sults of skeleton curve. It can be seen that the restoring force
model results agreed well with those of the finite element
simulation. Table 6 shows comparative error analysis of
calculation and finite element skeleton curves. -e calcu-
lation results show that the error between test and finite
element is less than 25%. -e calculation results show that
the error between test and finite element is less than 20%.
-e mean square deviation of elastic stiffness and ultimate
bearing capacity between restoring force model and finite
element is calculated. -e mean square deviation of elastic
stiffness between restoring force model and finite element is
0.81, and the mean square deviation of the ultimate bearing
capacity between restoring force model and finite element is
0.93. -is shows that the finite element model is in good
agreement with the restoring force model results.

7. Conclusion

(1) CFRP have a good transverse restraint and longi-
tudinal reinforcement effect on CFST, and the steel
tube’s local buckling is delayed. -e specimens’
bearing capacity improved with the increase in the
axial compression ratio and longitudinal CFRP re-
inforcement coefficient.

(2) -e typical P-Δ hysteretic curves of members are
established by ABAQUS, and the simulation results
are in good agreement with the experimental results.
Combined with this model, the stress distribution of
each component material is analyzed, which reflects
that the longitudinal stress distribution of concrete
and steel tube is consistent, and the stress increases
gradually from both ends to the middle section. -e
maximum stress of each group of specimens appears
at the outermost edge of the middle section of the
specimens.

(3) Based upon the trilinear model, the restoring force
model of S-CF-CFRP-STwas built, and the results of

the model agreed well with those of the finite element
simulation.
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1. Introduction

In recent years, with the development of SDCS mining
and combining mining technology, the number of steep
coal mines in China has increased year by year, and
therefore the coal production, as well as the economic
benefits, has increased [1–7]. At the same time, the
rockfall hazard, a disaster that occurred in SDCS mining,
has become increasingly prominent [8–19]. Rockfalls in
the long walls of a SDCS also have a colloquial name,
“flying gangue” hazards [20]. Because of the large dif-
ference in height between the lower end and the upper end
of the mining working face, the kinetic energy of a coal/
rock block falling off from the parent body would be
significantly increased after acceleration; the collision of
the coal/rock blocks with people or equipment would
occur instantly, and thus it features complicated motion

and may lead to serious accidents. During mining, coal/
rock blocks may be separated from coal walls or rest on the
top beam of a support or stay still after the bottom plate is
slipped and destroyed. +e coal/rock blocks, once sub-
jected to external disturbance such as coal swing or
support moving, will start to move from static state. Since
the natural-rest-angle of a coal/rock block is smaller than
the coal seam inclination angle, it is difficult to stop after
the first collision with the bottom plate and will slide
downwards along the working face and may collide with
people or equipment. +e coal seam structural informa-
tion and the main movement modes of rockfall are shown
in Figure 1 [12]. As can be seen from Figure 1, the coal
seam is on the left and goaf is on the right. In addition,
Figure 1(a) shows the primary collision slip mode of
rockfall, and Figure 1(b) shows the multiple intermittent
collision and slip mode of rockfall.
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ABSTRACT

It is difficult to precisely mimic rockfall movement in steeply dipping coal seams (SDCS) due to the randomness 
of rockfall shape and irregularity of the bottom floor of the working face. As a result, it is impossible to successfully 
defend against multirockfalls. As a result, a method for creating random shape rockfalls based on the ellipsoid 
equation is proposed, and a 3D grid model of the real bottom floor of the working face is built using GIS data. 
The trajectory simulated by Rockyfor3D programme is compared to the proposed method and 3D model in order 
to validate the accuracy and feasibility of the method and 3D model, and the proposed approach and 3D model prove to 
be effective in simulating rockfall movement more correctly. The proposed approach and 3D grid model are then 
used in numerical simulation to tackle the problem of multirockfalls protection, and the key elements impacting 
the structural stress response of protective nets are investigated.
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+erefore, studies on the mechanism of rockfalls mo-
tion would fundamentally improve the protection against
rockfalls that occurred in steep seam mining. While the
research on steep seam mining mainly focuses on mining
equipment, especially hydraulic supports and shearers
[21–30], and technical management of longwall working
faces, only few studies have been carried on the motion
mechanism of rockfalls in steep seam mining [9, 10]. In
2015, Tu et al. comprehensively review the fully mecha-
nized coal mining technology in steep coal seam in China.
Reference [8] and different rockfalls prevention devices
applied in practice are compared. In 2017, a rockfall control
principle is proposed by Wu et al. [11]: depending on the
occurrence locations of rockfalls, rockfalls can be dealt with
through technical management. In 2018, based on the
Kalman filter principle, the parameters of rockfall control
are studied and the protective netting is proposed and
applied in practice by Wu et al. [12, 13]. In 2019 and 2020,
based on nonprobability interval analysis, the motion
model of rockfalls is established under uncertain envi-
ronment. With theoretical analysis and numerical simu-
lation, the kinematic characteristics of rockfalls in steep
seam mining on longwall mining working face are inves-
tigated, and the kinematic mechanism of rockfalls is
demonstrated by Jing et al. [14]. Based on the grating to
identify the dangerous source, automatic devices for pre-
venting rockfalls are designed by Liu et al. [15–17]. +e
index scale method and analytic hierarchy method are used
to calculate the weight, the expert scoring method is used to
determine the membership function, and the safety eval-
uation of rockfall hazards is carried out by the fuzzy
comprehensive evaluation method by Liu et al. [18]. And
the dynamic Bayesian network model is used to evaluate
the dynamic threat level for rockfalls along the working face
by Liu et al. [19]. In 2021, a method for risk assessment and
for determining the principles of protective systems is
provided in underground steep coal seams by Wu et al.
[20]. Hu and Luo do a case study about rockfall hazards and
failure characteristics in steeply dipping coal seam [21, 22].

Although the above devices and technological man-
agements have improved rockfalls prevention to a certain
extent, they still cannot fundamentally enhance the pro-
tection against the rockfalls, without considering the

kinematic characteristics of rockfalls. +erefore, it is of great
significance to explore the mechanism of rockfalls move-
ment for establishing the safety protection system of
longwall working face in SDCS mining area.

Most of the rockfall and working face floor models
used in the above research are idealized models and in lack
of research on three-dimensional movement of irregular
random rockfall. +e innovation of this research is: the
previous two-dimensional space rockfall trajectory sim-
ulation is upgraded to three-dimensional stepping space
rockfall trajectory simulation; the former regular shape
rockfall modeling is converted into irregular random
shape in model establishment; the idealized simple
working face modeling is changed to the working face
modeling based on geographic information system. +e
innovation of the current work contributes to the pre-
diction of rockfall movement and therefore the protection
against rockfall disasters. +e research is given as follows:
the modeling method of irregular rockfall and the
modeling method based on geographic information sys-
tem are put forward; according to the proposed principles,
a group of simulation tests of rockfall movement are
carried out to find out the most dangerous rockfall model;
the protection simulation test is carried out for the most
dangerous rockfall model.

2. Basic Principles

2.1. Energy Tracking Method. Energy tracking method
(ETM) is based on the principle of energy iteration. +e
collision between irregular rockfalls and working face floor
and the collision between rockfalls are mainly multipoint
collisions, as shown in Figure 2 [31, 32].

+ere are a lot of blocks b � b0, b1, b2, . . . , bm  in the
figure with multipoint collision. c � c0, c1, c2, . . . , cn  is the
collision point, n is the number of all collision points, andm
is the number of all collision bodies.

ETM uses the “Stronge assumption” [33], to express the
energy dissipation in the normal direction. Let Wr be the
work done by the normal component of the impact impulse
in a collision. +e relational expression can be as follows:

Wr � −e
2
nWmc, (1)

rockfall

co
al 

se
am

go
af

(a)

rockfall

co
al 

se
am

go
af

(b)

Figure 1: Movement mode of rockfall: (a) one-time collision slip of rockfall; (b) multiple intermittent collision and slip of rockfall.
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where en is normal impact recovery coefficient, and Wmc is
work done by normal impulse at the maximum compression
point where the relative normal velocity changes.

According to the normal component and tangential
component of collision, the local orthogonal coordinates
system is defined as ti, ni, qi  at the contact, as shown in
Figure 3.

+e relational expression can be as follows:

ti �
ni × pi sk( 

ui sk( 



,

qi � ti × ni,

(2)

where ni is normal vector of contact point, and ti and qi are
tangent vectors of contact points, respectively.

Mirtich proposes that the work ΔWi(sk) of the contact
force is a function of the relative velocity before and after the
impulse is applied [31], which can be expressed as

ΔWi sk(  �
1
2

ui sk+1(  + ui sk( ( 
T
K

−1
i ui sk+1(  − ui sk( ( .

(3)

In ETM, the change of relative velocity along the normal
direction is first calculated, and the change of relative normal
velocity is

ui sk+1(  � 0 ui,n sk(  + Δui,n sk(  0 
T
. (4)

+e normal and tangential components decomposed by
impulse pi(sk) can be expressed as

pi,n sk(  � n
T
i pi sk( ni,

pi,q sk(  � pi sk(  − pi,n sk( .
(5)

Define the condition of static friction as

pi,q sk( 


≤f pi,n sk( 


, (6)

where f is friction factor.
To ensure that the relative change of normal velocity is
Δui,n(sk), the impulse must be calculated as follows:

pi sk(  � pi,n sk( ni + fpi,n sk( qi, (7)

where pi,n(sk) � Δui,n(sk)/nT
i Ki(ni + fqi).

2.2. Modeling of Irregular Random Shape Rockfalls.
Corresponding to the problem, randomness of rockfall
shape, based on the model shown in Figure 3, an innovative
model is established which can realize the randomness of
rockfall shape.

+e ellipsoid equation is used to transform into an ir-
regular random rockfall model. Establishing a space coor-
dinate system, the coordinates of any point in the space are
represented by r, θ, and ϕ. Among them, r is the distance
from the point to the center of the sphere, θ is the latitude of
the point, and ϕ is the longitude of the point.

First determine the θ and ϕ of each vertex of the rockfall.
Take two random variables xi and xj as intermediate var-
iables, which can be determined by the following formula:

xi � c δi − 0.5(  + i,

xj � c δj − 0.5  + j,

⎧⎨

⎩ (8)

where xi ∈ (i + c(δi − 0.5), i − c(δi − 0.5)), xj ∈ (j+

c(δj − 0.5), j − c(δj − 0.5)), δi and δj are random variables
on (0, 1), c ∈ (0, 1), that is, to control variation amplitude of
xi and xj, i ∈ [1, n], j ∈ [1, m], the number of vertices of the
polyhedron is m · n + 2, and among them n≥ 1, m≥ 3.

+en θ and ϕ can be expressed as

θ �
πn

xi + 1
,

φ �
2πm

xj

.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(9)

Adding the two points θ � 0 and θ � π, any vertex on the
polyhedron can be expressed as

x � r 1 − ηδr( cos θ,

y � r 1 − ηδr( sin θ cosϕa,

z � r 1 − ηδr( sin θ sinϕb,

⎧⎪⎪⎨

⎪⎪⎩
(10)

where a ∈ (0, 1), b ∈ (0, a), δr is a random variable on (0, 1),
η ∈ (0, 1) is the value that controls the magnitude of change
in r.

For a polyhedral rockfall, only the parameters n, m, a, b,
c, and η need to be given. Both δi, δj and δr are random
numbers on (0, 1), which control the randomness of the
rockfall shape. Use the two parameters a and b to control the
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Figure 2: Multipoint collision model.
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Figure 3: A local coordinate system defined at the contact point.
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overall shape of the rockfall and then control the sharpness
of the rockfall. When a and b are close and small, the shape
of the rockfall is relatively slender. When a is small and b is
close to 1, the shape of the rockfall is relatively flat. When a

and b are close, and both are close to 1, the rockfall shape is
close to spherical. With this method, using the model
established in this section, the rockfall with arbitrary
sphericity and roundness of polyhedral random shapes can
be simulated. +e maximum diameter of the rockfall model
is the longest diagonal length r of the polyhedron, and its
value is usually a fixed value.

2.3. Modeling Base on Geographic Information System.
+is article takes a test mine with SDCS in Gansu Province as
an example. Contour lines and drilling information of the
working face floor of the mine can be shown in Figure 4.
Figure 4 is a horizontal projection drawing of contour lines
of a super thick coal seam floor in Gansu province.+e curve
lines in the drawing are contour lines, and the points are
drilling positions. +e original drawing is CAD engineering
information map, which has coded geographic information
of coal seam working face and can be used to establish a
three-dimensional model of the working face after
extraction.

Extract contour and borehole information from Figure 4.
Using CASS software, the drilling information is regarded as
an elevation point, and a mesh model of the working face
bottom plate is established, as shown in Figure 5.

+e model is a 3D mesh model of
4500m× 2500m× 500m. It covers the geographic infor-
mation of the entire coal seam floor, the inclination of the
coal seam is about 25°–35°, and the upper limit belongs to the
SDCS. To select the location of the working face bottom plate
that is most prone to rockfall hazards for numerical sim-
ulation experiments, Arcgis and Rockyfor3D software are
used for model rasterization and face inclination analysis,
and the results are shown in Figures 6 and 7, respectively.

It can be seen from Figures 6 and 7 that the purple area
(marked in Figure 7) is the area that is most prone to rockfall
hazards; the inclination angle of the working surface in this
area is about 35° which belongs to the SDCS. +e detailed
bottom floor of working face of the area is presented in a 3D
model, as shown in Figure 8.

2.4. Numerical Simulation Principle of Rockfalls Impact
Protection Netting. +e problem of rockfalls collision
protection structure belongs to the study of structural
dynamics. +is article adopts the explicit analysis al-
gorithm in HyperMesh/LS-DYNA software. Numerical
simulation of the process of rockfalls collision protection
structure is analyzed. +e structural dynamics
equation is

m€v (t) + c _v(t) + kv(t) � F(t), (11)

where m, c, and k are the mass, damping, and stiffness
matrices of the protective netting structure system, re-
spectively, v(t) is the speed response of the falling rock

collision protection netting, and F(t) is the load array of the
protective netting.

+e central difference method is an explicit algorithm
commonly used in this field. During the operation, the time

Figure 4: Contour lines and drilling information of bottom plate of
working face.

Figure 5: +e mesh model of bottom plate of working face.

Figure 6: +e raster image of working face.

Figure 7: Analysis of inclination angle of working face.

Figure 8: 3D model of bottom floor of working face.
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at � m
−1

Fextn − Fintn( , (12)

where Fextn is the external force of the protective netting at
time tn, and Fintn is the internal force of the protective
netting.

Let Δt(n+1/2) � (Δtn + Δtn+1)/2; the velocity and dis-
placement at time tn+1 can be obtained by the following
formula:

v t(n+1/2)  � v t(n−1/2)  + atn,

x tn+1(  � x tn(  + v t(n+1/2) Δt(n+1/2).
(13)

To ensure the stability of this method, a small time step is
required and needs to meet the following formula:

Δt≤Δtcr �
2
ωn

, (14)

where ωn is the maximum natural vibration frequency of the
protective netting, and Δtcr is the maximum time step that
satisfies the stability condition.

3. Verification of ETM Model

+is article takes a hexahedral rockfall as an example. Verify
the multipoint collision between the rockfall of the poly-
hedron and the bottom of the working face. +e bottom
plate model of the working face is shown in Figure 8. +e
collision recovery coefficient of the working floor is 0.84, the
friction coefficient is 0.4, the rockfall density is 2500 kg/m3,
and the model size is 0.1m× 0.2m× 0.2m. +e coal/rock
block falls from the roof to form rockfall. +e rockfall moves
from a height of 20m above the end of the working face and
collides with the bottom of the working face in free fall. +en
bounce and roll motions occur along the bottom of the
working face. +e trajectories simulated by ETM and the
Rockyfor3D software were compared. +e motion trajectory
and lateral offset trajectory of rockfall along the working face
inclination are obtained as in Figures 9 and 10, respectively.
It can be seen that the rockfall tendency trajectory and lateral
movement trajectory simulated by ETM are consistent with
Rockyfor3D simulation results.

4. Simulation Results

4.1. Movement of Irregular Random Shape Rockfall. +e
shape of the rockfall can be expressed by sphericity and
roundness, as shown in Figure 11 [34].

+e sphericity calculation formula is

S �

���

C
2

AB

3



, (15)

where S is the sphericity of the rockfall, and A, B, C, re-
spectively, represent the length of the three axes of the
rockfall.

+e roundness calculation formula is

P �
 rn/N

R
, (16)

where P is the roundness of the rockfall, rn represents the
radius of the inscribed circle of the corner of the rockfall
model,N represents the number of corners, and R represents
the maximum inscribed circle radius of the rockfall model.

Field measurement found that most of the rockfalls
present irregular random shapes, and the roundness of
rockfalls is mainly concentrated in [0.1, 0.7], and the
sphericity is mainly concentrated in [0.3, 0.7]. Rockfall with
extremely small roundness is not easy to move. After being
formed, it mostly stays on the bottom of the working face
and is not easy to slip off. And neither the sphericity nor the
roundness will show extremely large values. +erefore, the
irregular random shape rockfall production method in this
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can be divided into multiple steps. +e acceleration at time tn 
is
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paper is used to generate the roundness in [0.1, 0.7]. Nu-
merical simulation test is performed on nine rockfalls with
sphericity in [0.3, 0.7], as shown in Table 1, where r� 0.2m.

+e working face model in this paper is taken from an
SDCS test mine in Gansu Province of China. +e bottom
plate model of the working face shown in Figure 9 is
adopted. It is assumed that, during the mining process of the
working face, the coal cutting trajectory is consistent with
the contour line of the floor. +e collision recovery coeffi-
cient of the working face bottom plate is 0.84, and the
friction coefficient is 0.4. +e density of rockfall is
2500 kg/m3, and the rockfall moves freely from 10m above
the working face. In order to study the movement law of
rockfall, it is assumed that there are no equipment and other
obstacles at the lower end of the working face.

ETM is used for numerical simulation experiments. All
rockfall models fall in the same location. A comparison chart
of rockfall trajectories as shown in Figure 12 is obtained. It
can be seen from Figure 12 that the greater the sphericity of
the rockfall, the stronger the bounce ability after a collision
and the easier it is for a large-scale bounce motion to form a
simpler parabolic motion trajectory. Rockfall with small
sphericity will bounce many times on the working surface.
+erefore, the uncertainty of the movement trajectory is
increased. In engineering practice, rockfall with small
sphericity is more unstable on the working face, and it is easy
to slip with vibration. When the sphericity of rockfall is very
small, the motion of rockfall will show sliding and rolling
motion that fits the floor of working face, which leads to less
intense movement. In the case of the same sphericity, the
smaller the roundness, the higher the complexity of the
rockfall motion trajectory, and the more difficult it is to
protect.

+e change of rockfall velocity is shown in Figure 13. It
can be seen from Figure 13 that the larger the sphericity of
the rockfall, the greater the initial velocity of the first bounce
after the free fall, and the less the energy loss caused by
collision. During the entire movement process, the peak
velocity that can be reached is greater. In the case of the same
sphericity, the smaller the roundness, the smaller the velocity
change of rockfall after colliding with the working face floor.

Its ability to convert kinetic energy into potential energy is
lower, and the movement takes place longer on the working
surface. +erefore, it should be focused on.

+e energy changes of three groups of irregular rockfalls
are shown in Figure 14. It can be seen from Figure 14 that the
total kinetic energy of rockfall is composed of translational
kinetic energy and rotational kinetic energy. +e changing
trend of the total kinetic energy of rockfall is similar to that
of the center of mass velocity. It can be seen that the
translational kinetic energy of rockfall accounts for a larger
proportion of the total kinetic energy during the movement
process. +e roundness and sphericity of rockfall mainly
affect the quality of rockfall by changing the shape of
rockfall. And then it affects the total kinetic energy in the
process of rockfall movement.+e change law of total kinetic
energy is affected by the shape of the bottom of the working
face and the shape of the rockfall. +e complexity of the field
situation directly affects the occurrence of rockfall disaster.
+erefore, as important technical means in the simulation
process, the generation methods of irregular random shape
rockfalls and working face can make the numerical simu-
lation test effectively relate to the actual situation.

4.2. Process of Rockfall Collision Protection Netting. In the
field practice, the setting of the protective netting in SDCS
depends on the distribution of rockfall trajectory and the
area that may be endangered. +is article will adopt the
principle of graded protection based on field experience.+e
protective netting is set at the position where the bounce
height is small and the kinetic energy is small. Using
HyperMesh combined with LS-DYNA software, the process
of rockfalls collision protection netting is simulated nu-
merically. Take the second set of No. 1 rockfall model as an
example: set the protective netting between the second and
third collisions between the rockfall and the working face
floor, which is 40m away from the lower end of the working
surface. +e direction is perpendicular to the floor of the
working face. +e rockfall enters the protective netting at a
speed of 15.4m/s and 47.33° with the horizontal plane of the
protective netting. In order to explore the collision between
many rockfalls and the protective netting, taking two falling
rocks A and B as an example, the following three falling
rocks incidence modes are used to simulate: parallel height,
parallel steps, and the same trajectory. +e shape and pa-
rameters of the protective netting refer to [13]. Under the

Table 1: +e irregular shape model of rockfalls.

No.1 No.2 No.3

Group 1 (S� 0.7)
P� 0.154 P� 0.412 P� 0.647

Group 2 (S� 0.5)
P� 0.113 P� 0.352 P� 0.523

Group 3 (S� 0.3)
P� 0.133 P� 0.471 P� 0.680
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Figure 11: +e comparison of sphericity and roundness.
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three different incident modes, the rockfalls touch the
netting, drop to the lowest point, and then contact and
separate from the netting at three moments, as shown in
Figure 15. It can be seen from Figure 15 that, with the change
of time, the mesh of the middle protective netting is con-
stantly stretched under tension.+e mesh continues to slide,
and the degree of tension becomes greater and greater, and

the middle part of the protective netting gradually begins to
tighten. When the middle part of the protective netting is
fully tightened, the rockfall starts to rebound. +e motion of
rockfall and protective netting depends on the posture and
contact position of those and the incident speed of rockfall.

As shown in Figures 16 and 17, these are curve of stress
distribution and limit stress changing with time of two
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Figure 12: Comparison diagram of motion trajectory of rockfall. (a) Group 1. (b) Group 2. (c) Group 3.
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rockfalls A and B under three different incident modes. It
can be seen from Figure 16 that, in the three modes, the
connection between the mesh surface and the constraint and
the mesh surface corners are the locations where the stress is
the greatest. It can be seen from Figure 17 that the peak stress
of the protective netting is related to the continuity of
rockfall incidence. When the rockfall is parallel and incident
at the same time, the stress peak value of the protective net is
the largest. When two rockfalls are incident one after the
other in a step parallel or in the same orbit and in the same
direction, the peak stress of the protective netting will be

reduced, and it is inversely proportional to the time interval
between two rockfalls. In the actual protection, we should
pay more attention to the impact of multiple rockfalls on the
protective netting.

Figure 18 shows the velocity curve of rockfalls during the
collision. It can be seen from Figure 18 that the gangue
blocking effect of the protective netting is affected by the
incident position and interval time of the rockfalls. When
two rockfalls enter the protective netting in a parallel step
pattern, the touch screen points are far away and the touch
screen has a certain interval time. +e falling speeds of the
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Figure 13: Comparison diagram of velocity of rockfall. (a) Group 1. (b) Group 2. (c) Group 3.
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Figure 14: Comparison diagram of energy of rockfall. (a) Group 1. (b) Group 2. (c) Group 3.
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Figure 15: Continued.
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Figure 15: Process decomposition of rockfall collision retaining netting. (a) Parallel heights. (b) Parallel steps. (c) +e same trajectory.
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Figure 16: Continued.
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two rockfalls when the rebound is separated are 3.17m/s and
3.89m/s, respectively; it is the minimum separation speed in
the three modes. +erefore, the protective netting has the
most obvious protective effect against rockfalls incident in

this mode. In addition, in the three modes, the protective
netting has the best protective effect on the rockfall which
first touches the netting, and the results are the same as the
actual engineering results.
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Figure 16: Stress distribution diagram of rockfall retaining net. (a) Parallel height. (b) Parallel steps. (c) +e same trajectory.
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Figure 17: Limit pressure on rockfall retaining net.
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5. Conclusion

(1) In the mining of SDCS, the movement of rockfalls is a
complex dynamic process. +is paper proposes a
method for generating rockfalls with irregular ran-
dom shapes. +e rockfall models with arbitrary
sphericity and roundness based on ellipsoid can be
generated. Combining with ETM, the movement
process of rockfalls with irregular random shape in
three-dimensional space can be accurately simulated,
including the speed and energy changes at any mo-
ment. +e simulated trajectory is highly consistent
with the trajectory simulated by Rockyfor3D software.

(2) +e trajectory of irregular rockfalls is greatly affected
by the shape of rockfall and working face floor. +e
bigger the sphericity of rockfall is, the stronger the

jumping ability of rockfall is, and the smaller the
change of velocity in the collision process is. In
addition, the smaller the roundness is, the more
complex the movement trajectory is. During the
collision process between rockfall and protective
netting, the joint between mesh and constraint and
the corner of mesh are stressed the most, and
fracture is most likely to occur. During the process of
multiple rockfalls colliding with the protective net-
ting, the peak stress on the protective netting is
inversely proportional to the time interval between
each rockfall and the distance to the netting.

(3) +is paper uses the contours of the working face
bottom plate and drilling information for modeling,
combines with ETM, simulates the three-dimen-
sional movement process of random-shaped
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Figure 18: Speed change curve of rockfall. (a) Parallel height. (b) Parallel steps. (c) +e same trajectory.
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rockfalls, and opens up the interface between the 
geographic information system data model and ETM self-
programming. The perfect combination of three-
dimensional visualization modeling of the real working 
face floor of the SDCS and the self-pro-gramming of 
ETM is realized. The matching degree between numerical 
simulation test and engineering practice is improved, 
which has an important the-oretical and practical 
significance for predicting rockfall hazards in the 
working face.
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A R T I C L E  I N F O
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A B S T R A C T

A unique bi-level strategy for the optimum synthesis of HENs is provided in this research. In order for the heat 
exchangers in the HEN to have different capital cost parameters, a new capital cost parameter is iteratively 
updated in the capital cost function based on the detailed design of shell and tube heat exchangers, taking into 
account the shell diameter, tube length, area, and other parameters needed to calculate a total cost correction 
factor. The HEN synthesis is proposed at the outer level using a mixed-integer nonlinear programming (MINLP) 
model. While the HEN is being synthesised, another MINLP model is used to rigorously design the shell and 
tube heat exchangers using the Bell-Delaware approach. When comparing the final HEN to those generated 
using the identical settings in the capital cost function for all heat exchangers in the HEN, significant changes in 
the final HEN were discovered. The findings indicate that this technique can deliver more realistic costing 
solutions than those previously presented in the literature.

Introduction 

One of the major concerns in industrial processes is the excessive 
consumption of hot and cold utilities and an optimal heat recovery 
system is essential in reducing costs and negative environmental effects. 
Since the 1970 s, due to the increased cost of energy, reduced fuel 
availability and, environmental constraints on pollutant emissions, 
different approaches have been proposed to synthesize optimal Heat 
Exchanger Networks (HENs). Many papers have addressed this theme 
and, usually, an optimization problem is proposed, whose objective 
function to be minimized is the Total Annualized Cost (TAC), which 
considers the energy costs and the fixed cost of purchasing and installing 
(capital cost) the heat transfer devices, subject to heat and mass balances 
and other heat exchanger constraints. 

Traditional costing methods for HENs are based on correlations that 
are functions of the total heat transfer area. However, these correlations 
apply only to traditional equipment configurations and in limited size 
ranges to estimate the equipment purchase price. To achieve the TAC 
minimization, a superstructure can be used to derive an optimization 
model with a Mixed Integer Nonlinear Programming (MINLP) 
formulation. 

The stagewise superstructure (SWS) of Yee and Grossmann [1] is, 
perhaps, the most common and widespread. This SWS is divided into 

stages, and, in each stage, the hot process streams can be split into 
several branches equal to the number of cold streams and vice-versa, in 
such a way that all possible matches among the split process streams are 
possible. Coolers and heaters are allocated at the end of the process 
streams, if necessary. The assumption of isothermal mixing at the end of 
each split stream is used, to avoid non-convex heat balance equations, in 
such a way that the resulting equations are linear. These authors used a 
deterministic mathematical programming approach to solve the MINLP 
optimization problem. 

Other approaches, based on this superstructure, were also used to 
find solutions to the HEN synthesis problem using hybrid meta-heuristics 
approaches, like Genetic Algorithms (GA) and Particle Swarm Optimi-
zation (PSO) [2], Simulated Annealing (SA) and Rocket Fireworks 
Optimization (RFO) [3], SA and PSO [4], SA and Differential Evolution 
(DE) [5]. 

Normally, short-cut methods are used to calculate the heat ex-
changers area during the HEN synthesis task. Some papers, however, 
have focused on considering the optimal design of the heat transfer 
devices. According to Caputo et al. [6], the literature presents ap-
proaches for the optimization of heat exchangers consisting of two main 
ideas: the optimal sizing, based on the cost minimization, and the 
maximization of thermal performance. Traditional design approaches 
are based on iterative procedures that gradually change design param-
eters until they reach a satisfactory solution that meets design 

Synthesis of heat exchanger networks and it's design and parameters 
for capital cost estimation 
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specifications. 
In the HEN synthesis in industrial processes, shell and tube heat 

exchangers (STHE) are the most widely used heat transfer devices, due 
to their flexibility for different operating conditions. The main compo-
nents of STHE are tubes, shell, baffles, front and rear heads, tube bun-
dles, and nozzles. Selection criteria for an appropriate combination of 
these components depend on the operating pressures, temperatures, 
fluid corrosion characteristics, fouling, cleanliness, and costs. 

The detailed design of STHE involves several steps, including the 
selection of geometric and operational parameters. Considering that the 
desired heat transfer occurs on the tube surface, the choice of tube 
geometric variables is important for thermal performance. The outside 
diameter and the thickness of the wall specify the tube size. Smaller 
diameter tubes provide higher heat transfer coefficients, resulting in a 
compact heat exchanger. However, tubes with a larger diameter are 
easier to clean, stronger, and they are required when the permissible 
tube side pressure is small. For a given heat exchange area, a more 
economical heat exchanger can be designed with a small shell diameter 
and long tubing, consistent with the space and availability of handling 
facilities. 

Works of cost estimation for heat exchanger design are well 

discussed in the literature. Duran et al. [7] used Neural Networks for the 
cost estimation of STHE. In [8], GA was used in the optimal design of 
STHE from an economic point of view. Asadi et al. [9] used the Cuckoo- 
Search-Algorithm (CSA) for the same objective. Yang et al. [10] 
considered the Standards of TEMA to develop optimization models and 
used a GA to solve the problem. Ravagnani and Caballero [11], and 
Onishi et al. [12] used deterministic approaches for the STHE design 
considering the standards of TEMA and the method of Bell-Delaware for 
the shell-side. Mizutani et al. [13] included the detailed thermal-
–hydraulic design of STHE to the SWS model. Ravagnani and Caballero 
[14] used the same approach as Mizutani et al. [13], which considered
STHE design under the TEMA standards, resulting in a more realistic
area estimation. Xiao et al. [15] presented a simultaneous optimization
approach including cases with phase changes using a hybrid meta-heu-
ristic technique combining GA and SA in the synthesis of HENs consid-
ering the detailed STHE design.

Goncalves et al. [16] presented a rigorous reformulation of the 
Bell–Delaware method for the design optimization of STHE to obtain a 
mixed integer linear programming (MILP) formulation. This approach 
was able to identify feasible solutions for the design of heat exchangers 
at a lower cost. Lemos et al. [17], proposed the use of Set Trimming to 

Nomenclature 

a Capital cost function parameter 
Area Heat Exchange area 
Arr Tube arrangement 
B Capital cost function parameter 
bav The average weight for parameter b 
c Capital cost function parameter. 
CCU Cost of cold utility 
CHU Cost of hot utility 
CL Cost correction factor for tube length 
Cm Cost correction factor for material 
CP Set of the cold process streams 
Cp Heat capacity 
CT Total cost correction factor 
Cs Cost correction factor for shell type 
Cx Cost correction factor for expansion joint 
CNtp Cost correction factor for tube passes 
Cps, Cpt Cost correction factor for the pressure of design 
dex Tube external diameter 
din Tube internal diameter 
Dotl Tube bundle diameter 
Ds Shell external diameter 
dt (i,j,k) Approximation temperature between streams i and j in the 

interval k 
dtcu (i) Approximation temperature between stream i and cold 

utility 
dthu (j) Approximation temperature between stream j and hot 

utility 
f Cost multiplier for TEMA type front head 
G Set of allowed matches 
h Individual heat transfer coefficient 
HP Set of the hot process streams 
k Thermal conductivity 
L Tube length 
lc, ls Baffles cut and baffle spacing 
LMTD Log mean temperature difference 
m Mass flow rate 
Nb Baffles number 
Ncostmh Cost constant for hot utility in the Fcc function 
Ncostmc Cost constant for utility in the Fcc function 

Ns Number of shells 
Nt Number of tubes 
Ntp Number of tube passes 
Tin Inlet temperature 
Tout Outlet temperature 
P cost multiplier for tube o.d., pitch and layout angle 
Pcost Pumping cost 
pccost Pumping cost constant 
Pt Tube pitch 
Q Heat duty 
Qcu,i Heat exchanged between stream i and cold utility. 
Qhu,j Heat exchanged between stream j and hot utility 
rd Fouling factor 
R Cost multiplier for TEMA-type rear head 
T Temperature 
t (i,k) Hot stream temperature i entering interval k 
t (j,k) Cold stream temperature i entering interval k 
U Overall heat transfer coefficient 
Ud, Uc Dirty and clean overall heat transfer coefficient 
z (i,j,k) Binary variable indicating the existence of heat exchange 

(i,j) in the interval k 
zcu (i) Binary variable indicating the existence of a cooler 
zhu (j) Binary variable indicating the existence of a heater 

Greek letter 
β Cost baseline 
µ Viscosity 
ρ Density 
ΔP Pressure drops 

Index 
C Cold stream 
CU Cold Utility 
H Hot stream 
HU Hot utility 
i Hot stream or hot utility 
j Cold stream or cold utility 
k Temperature interval 
s Shell side 
t Tube side  
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avoid using mathematical programming (MINLP or MILP) and reduces 
the computational time. In the work of Lemos et al. [17], the TAC 
problem formulation is similar to the minimization of the area, but the 
constraints related to the pressure drops can be omitted, once this 
alternative explores the tradeoff between the cost associated with the 
energy consumption for the streams’ flow and the cost associated with 
the heat transfer area. 

Rathjens and Fieg [18] proposed a flexible cost function framework 
for the cost-optimal design of HENs with different cost functions for heat 
exchangers, heaters, and coolers. These authors used match-based in-
dividual factors to allow different fluid properties and resulting in en-
gineering costs. Piping and pumping costs were also included in the 
proposed model using an MINLP optimization and a GA to solve the 
problem. 

All these works cited above bring somehow ways to minimize cost 
estimation in HENs, but they lack presenting changes in the parameters 
used for cost calculation, and the advantage of the approach used in the 
present paper is that it enables exploring other STHE characteristics to 
build cost parameters more precisely, not yet presented in the literature 
in a sequential way. 

A bi-level approach is proposed for the optimal synthesis of HENs 
considering the detailed STHE design under the TEMA standards using 
the Bell-Delaware method. A new capital cost parameter is iteratively 
updated based on the detailed heat exchangers, incorporating the shell 
diameter, tube length, heat transfer area and other parameters needed to 
calculate a total cost correction factor, such as number of tube passes, 
design pressure, material, tube pitch, and tube external diameter. In 
each iteration the individual streams heat transfer coefficients and the 
pressure drop are also updated. 

A capital cost function considering the specifications of each heat 
exchanger in the network is presented. As each heat exchanger in the 
HEN has different specifications, the cost parameters related to the area 
of these heat-transfer devices are also different. The capital cost func-
tion, considering the cost parameter varying according to the area and 
the internal shell diameter of each heat exchanger in the HEN synthesis 
stage, is the novelty in the present work. Thereafter, two case studies 
from the literature were used to compare the proposed approach with 
those commonly used to estimate capital costs and the results obtained 
show considerable differences. 

Costs estimation 

When the HEN synthesis task is formulated as an optimization 
problem considering only economic factors, the objective function to be 
minimized is the HEN Total Annualized Cost (TAC). It is given by the 
sum of the operational cost (OC) and the annualized capital cost (CC). 
The operational cost is given by the hot utility demand (Qhu) multiplied 
by its cost (Chu) plus the cold utility demand (Qcu) multiplied by its cost 
(Ccu): 

OC = (ChuQhu)+ (CcuQcu) (1) 

Many works in the decade of 1990 used the capital cost equation 
proposed by Ahmad [19] concerning the synthesis and optimization of 
HENs in which the capital cost is given by: 

CC = a+ bAc. (2) 

In this equation A is the HEN total area, a is a constant cost coeffi-
cient, and b and c depend on the model and type of material used in the 
manufacture of the heat exchanger and on the operating pressures. In 
[24] the coefficients a, b and c are discussed in more detail. Those au-
thors present several methods for the capital cost estimation, such as the 
Purohit [25], six-tenth method [26], and the methods of Guthrie [27], 
Pikulik and Diaz [28], Corripio et al. [29], Hall et al. [30], and Vatavuk 
[31]. 

Purohit [25] presented a cost-estimating method for STHE, consid-
ering different heat exchanger models, construction materials, and 

operating pressure rates. The types of STHE considered by the author 
were fixed-tube-sheet, U-tube, split-ring floating-head, and pull-through 
floating-head. For each one of these types of heat exchangers, various 
configurations can be considered using the TEMA standards. Table 1 
presents the range of utilization for some STHE parameters for carbon 
steel heat exchangers covered by the method proposed by Purohit [25]. 

The internal shell diameter (Ds) is used in the calculation of the base 
cost β, which is directly related to the characteristics of the heat 
exchanger type, given by: 

β =

[
6.6

1 − e[(7− Ds)/27]

]

p∙f∙r. (3) 

In this equation, p is a cost multiplier for the tube outside diameter 
(OD), layout angle (arrangement), and pitch, f is a cost multiplier for the 
TEMA-type front head, and r is a cost multiplier for the TEMA-type rear 
head. Table 2 presents the p, f, and r multipliers proposed by Purohit 

Table 1 
STHE parameters and range of utilization.  

STHE Parameter Range 

Ds diameter 0.3 m to 3 m 
Tube length 2.44 m to 11 m 
Tube diameter 0.01905 m to 0.0508 m 
Tube side passes 1 to 8 tube passes 
Shell side pressure design 6.8 MPa to 19 Mpa 
Tube side pressure design 6.8 MPa to 17 Mpa  

Table 2 
p f and r multipliers proposed by Purohit [25].   

Multiplier p   

Tube OD (m) ×
pitch (m)  

Triangular pitch(30 or 60 degrees) Square pitch (45 or 90 
degrees) 

0.0160 × 0.0198 0.62 Not common 
0.0190 × 0.0238 0.80 Not common 
0.0190 × 0.0254 0.85 1.00 (base) 
0.0220 × 0.0278 0.87 Not common 
0.0254 × 0.0318 0.98 1.16 
0.0320 × 0.0397 1.23 1.45 
0.0320 × 0.0401 1.29 1.49 
0.0380 × 0.0476 1.47 1.73 
0.0440 × 0.0306 1.72 2.03 
0.0510 × 0.0630 1.81 2.13 
0.0510 × 0.0640 1.97 2.32 
0.0580 × 0.0640 2.08 2.45  

TEMA front-end stationary-head 
type 

Multiplier, f   

No front end (special case) 0.95 
B Bonnet (integral cover) (base) 1.00 
A Channel and removable cover 1.02–1.03 
N Channel integral with tube sheet 

and removable cover 
1.03–1.07 

C Channel integral with tube sheet 
and removable cover 

1.06–1.07 

D Special high-pressure closure 1.50–1.70  

TEMA rear-end head type Multiplier, r  

S Floating head with the backing 
device (base) 

1.00 

M Fixed tube sheet, type B stationary 
head 

0.80 

L Fixed tube sheet, type A stationary 
head 

0.83 

N Fixed tube sheet, type N stationary 
head 

0.85 

U U-tube bundle 0.90 
T Pull-through floating head 1.05 
P Outside-packed floating head 1.04 
W Externally sealed floating tube sheet 1.02  
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[25]. 
Some correction factors were highlighted, such as tube length 

correction (CL), the number of tube passes when greater than 2 (CNTP), 
the shell side (CPS) and the tube side (CPT) pressure drops when the in-
ternal pressure is greater than 10x105 Pa, and the pipe measure (CG) 
when the pipes are greater than 14 BWG. The heat exchanger total cost 
Eb is given by: 

Eb = [β(1 + CT)Am ]N, (4) 

where CT is the sum of all base price corrections, Am is the required 
material area and Nis the number of heat exchangers. 

During the 1990 s, several studies related to the costs of a HEN 
emerged due to economic factors, such as energy costs. Linnhoff and 
Ahmad [20] considered the optimal HEN cost using a linear model for 
the calculation of capital costs. The cost coefficient c present in Eq. (2) is 
considered equal to 1 and the area dependence in the capital cost 
equation is linear. The operational cost is calculated and in Eq. (1). The 
network capital cost considers that the total network area (Amin) is 
achieved with the maximum energy recovery (Umin,MER) given by: 

NetworkCapitalCost = aUmin,MER + bAmin. (5)  

where a and b are installed capital cost law coefficients; Umin,MERis the 
minimum number of units in a heat exchanger network with maximum 
energy recovery. The resulting total cost profile displays a minimum at 
some value of ΔTmin. 

Colberg and Morari [21] assumed that the capital cost of each heat 
exchanger is given by an exponential function. These authors presented 
an objective function assuming that the capital cost could vary 
depending on the number of combinations in the HEN, even if the var-
iables were independent of the heat transfer area. Each combination 
should compute different cost coefficients considering heat exchanger 
models and operating pressures. 

Most of the published works on capital costs assume that all heat 
exchangers in the network obey a single cost law. This means, that 
construction materials, operating pressure ranges, and the type of heat 
exchangers are considered uniform. Hall [32] considered differences in 
the specification of the heat exchangers in the capital cost calculation. 
Cost factors were determined for each stream from the heat exchanger 
model considering the non-uniform construction materials, different 
pressure ranges, and different equipment types. 

The conclusions were that changes in the heat exchanger specifica-
tion alter the trade-off between energy and capital and this, in turn, may 
lead to changes in the network topology. Ahmad [19], Hall et al. [22], 
and Colberg and Morari [21] used a Nonlinear Programming (NLP) 
formulation to predict the trade-off between area and the number of 
thermal exchange units. 

Hall et al.[22] pointed out that the area contribution of each heat 
exchanger contributes differently to the network capital cost. If a cor-
rosive fluid is being used in the process and if it requires special building 
materials, it will have a greater contribution to the capital cost than a 
similar non-corrosive fluid. If only one cost law is used for a network that 
includes mixed building materials, the area contribution to different 
fluids requiring special materials should somehow increase. Therefore, 
the authors assigned weights to the heat transfer coefficient to reflect the 
cost of the material the fluid requires. Thus, taking the capital cost of a 
heat exchanger as a reference, Eq. (2) has the cost equation coefficients 
such as a1, b1, and c1. If another heat exchanger with different specifi-
cations were installed, then the coefficients of Eq. (2) would be repre-
sented as a2, b2, and c2. A specific fluid weighting factor φ was proposed 
to be applied to a value of the heat transfer coefficient (h*) for a special 
fluid j. 

Nonlinearities in the cost equation were considered by Linnhoff and 
Ahmad [20] and Ahmad et al. [23], to minimize the total area and the 
number of heat exchangers in the HEN. Caputo et al. [6] included 
pumping costs in the annual energy expenses in the total cost 

calculation. 
Considering the total annualized cost (TAC), from the earlier works 

(decades of 1990 to 2020), with emphasis on very few works, such as 
those by Short et al.[33], Kazi et al.[34], which brought very relevant 
contributions, only minor modifications to existing models were pre-
sented. It is very important not to use cost indices overtime periods of 
more than a few years. Some of these parameters have been in use for 
almost 40 years. Caputo et al. [6] presented a more accurate costing 
approach to be used during the design phase, considering the heat ex-
changers’ cost in the optimization model. An analytical cost estimation 
procedure for STHE was developed, based on the detailed geometric 
characteristics and steps of the equipment manufacturing process. It was 
developed for TEMA (2007) standards, with one tube pass. The STHE 
configurations obtained according to the proposed costing procedure are 
cheaper than the optimal configurations obtained using traditional 
calculation methods. The manufacturing cost of the heat exchanger (CE) 
is calculated by the sum of the materials and processing cost (Cmx) of 
their main subassembly process, along with their main processing 
operations. 

Short et al. [33] entails the use of correction factors to get networks 
that are based on shortcut models, such as the mixed integer non-linear 
programming (MINLP) stage-wise superstructure (SWS) of Yee and 
Grossmann [1]. The authors then, modify the objective function to 
include the correction factors that force its objective function towards 
the cost of a network whose individual heat exchangers are designed 
using methods such as Bell–Delaware, and heuristics. The correction 
factors account for pressure drops, Ft correction factors, number of 
shells, TEMA considerations, and changes to the overall heat transfer 
coefficient of each stream match. 

In the work of Kazi et al. [34] the authors present a coupled differ-
ential algebraic equations (DAE) system, which is suitable for numerical 
optimization as replaces the nonsmooth log mean temperature differ-
ence (LMTD) term. For the costing approach, they used the resulting 
heat exchanger topology to discretize the detailed DAE model, which is 
solved as an NLP to obtain the detailed heat exchanger design by 
minimizing an economic objective function through varying the tube 
length. Then Kazi et al. [35] proposed a strategy to use a multistep 
approach by first obtaining a heat exchanger network topology through 
solving a modified version of the MINLP stage-wise superstructure of 
Yee and Grossmann [1], which includes a smoothed LMTD approxima-
tion and pressure drops. The NLPs are based on the detailed discretized 
optimization models of Kazi et al. [34]. These models solve a differential 
algebraic equation system and do not rely on usual assumptions asso-
ciated with other heuristic-based exchanger design methods, such as, log 
mean temperature difference and FT correction factors. 

Methodology 

In the present paper, a modification in the capital cost used for the 
HEN synthesis given by Eq. (2) is proposed, considering that, in the 
majority part of the literature, the cost coefficient b is constant and 
multiplies the HEN total area. The cost coefficient b was considered 
depending on the internal shell diameter (Ds) of each heat exchanger. 
Eq. (3) is used to calculate the base cost β of each STHE presented in the 
HEN and is Eq. (4) adapted to Eq. (7) to calculate the cost coefficient b 
considering all cost correction factors of each heat exchanger. The 
escalation index is used to update the cost estimation values, like in the 
work of Vengateson [36]. 

Model formulation 

According to the proposed approach, two optimization problems are 
solved in a bi-level approach: the HEN synthesis, in the outer level, and 
the detailed design of each one of the network heat exchangers, in the 
inner level. For the TAC calculation, the operating cost values found in 
the optimization problem proposed by Yee and Grossmann [1] (the 
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complete model formulation is presented in Appendix A) and the 
pumping costs used in the model of Ravagnani and Caballero [11] (the 
complete formulation is presented in Appendix B) are used. The capital 
cost (Fcc) is given by: 

Fcc = a(n+m)+

(
∑n

i=1
biAc

i +Ncostmh

∑m

j=1
Auhc

j +Ncostmc

∑m

j=1
Aucc

j

)

(6) 

In this equation, a and c are constant cost coefficients, and bi is 
calculated for each heat exchanger. Besides, n is the number of heat 

exchangers;m is the number of hot and cold process utility heat 
exchangers;Ncostmh is the cost coefficient of hot utility heat exchange area, 
and Ncostmc is the cost coefficient for the cold utility heat exchange area;Ai 

is the heat exchanger area;Auhj is the heater area, and Aucj is the cooler 
area. The coefficient biis calculated using the Purohit [25] equation, 
given by: 

bi = βi(1+CTi),

where β is the cost baseline from Purohit [25] given by Equation (3) and 

Fig. 1. Developed algorithm for the minimum global cost using variable coefficient b.  
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CT represents the sum of all base price cost corrections for alternatives of 
different designs of heat exchangers in the HEN, given by: 

CTi = Csi +Cxi +CLi +CNtpi +Cpsi +Cpti +Cmti +Cmsi +Cmci +Cmtsi +Cgi .

(8) 

In Eq. (8), Csi is the cost correction for the shell type. The base price 
calculated by Eq. (3) must be adjusted using Table I from Purohit [25] 
(see Appendix C). Cxi is the cost correction factor for the expansion 
joints. The cases considered are flanged-and-flued (FF), bellows (BL), 
and no expansion joints (NO). The cost correction for tube length (CLi )

might be different for each heat exchanger in the HEN, as considered 
variable in the work of Kazi et al. [34], and it is given by: 

CLi =

[

1 −
Li

20

][

1.5 −
0.002083(Dsi − 12)

1 − (Li/20)

]

(9) 

In which CNtpi is the correction factor for the number of tube passes, 
given by: 

CNtpi =

(
Ntpi − 1

)

100
, (10)  

where Cpsi and Cpti are the correction factors for the design pressure in 
the shell side and the tube side, given by: 

Cpsi = [(Pds/150) − 1 ][0.07+ 0.0016(Dsi − 12) ]+X. (11) 

In this equation, X is an adjustment factor for pressures over 2000 psi 
(1.379e7 Pa). 

Cpti = [(Pdt/150) − 1 ][0.035+ 0.00056(Dsi − 12) ] (12) 

Cmti is the cost correction factor for the tube material, given by: 

Cmti = y(M1 − 1), (13) 

and y is calculated by: 

y = 0.129+ 0.0016(Dsi − 12)
[

dex

0.75
(pti)

2∝
]

, (14)  

where dex is the tube external diameter, pti is the tube pitch, and ∝ is the 
layout angle factor (∝ = 0.85 for 30 or 60◦, and ∝ = 1.0 for 45 or 90◦). 
M1 is the ratio of tubing cost (welded or seamless) relative to welded 
carbon steel tubes (i.e. for welded carbon steel tubes Cmti= 0). All ratios 
for different materials can be found in Purohit [25].Cmsi , Cmci , 
andCmtsi are the cost correction factors for the shell, channel, and tube 
sheet material, respectively, and are given by: 

Cmsi = 0.1(M2 − 1) (15)  

Cmci = 0.06(M2 − 1) (16)  

Cmtsi = 0.04(M2 − 1) (17)  

where M2is the relative cost of plate materials to the carbon steel plate, 
also found in Purohit [25]. 

The STHE type chosen for the evaluation of the approach in the case 
studies is the BFM, and only single STHEs are considered. The values for 
the configuration used in this work are p = 1, f = 1, and r = 0.8, 
extracted from Table 2. Besides, the definitions of the baseline are the 
same as the ones defined by Purohit [25]: Tube Welded 14 BWG, 1 tube 
pass, operating pressures lower than 10.34x105 Pa (150 psig), STHE 
built-in carbon steel, and tube length varying according to the detailed 
design of each heat exchanger in the HEN. 

The objective function to be minimized is the TAC, given by the sum 
of the operating costs, the capital costs calculated using the average bav, 
which is a weighted average coefficient, and the pumping costs: 

TAC =
∑

i,j∈HP,CP
Opercost +

∑

i,j∈Gi,j
Fccavcost +Pumpcost. (18)  

where HP is the set of hot streams, CP is the set of cold streams and G is 
the set of allowed matches between streams i and j. 

In this way, the optimization problem can be defined as the mini-
mization of TAC, subject to the set of equations and inequalities (A.2 to 
A.6), and the set of equations and inequalities (B.1 to B.64).

Problem statement 

The problem can be formulated as follows: 
Given a particular group of hot and cold streams with their inlet and 

outlet temperatures, flow rates and physical properties, pressure drops, 
temperatures, and costs of hot and cold utilities, the goal is to find the 
HEN with the minimum TAC, including area, utilities, and pumping 
costs, considering the coefficient b for the capital cost depending on the 
detailed design of each one of the heat exchangers belonging to the 
network. 

The HEN synthesis and the detailed design of the heat exchangers 
problems are solved simultaneously, in a bi-level approach. At the outer 
level, for the HEN synthesis, the stagewise superstructure (SWS) of Yee 
and Grossmann [1] is used to generate an MINLP formulation model. In 
the inner level, for the detailed design of the heat exchangers, the model 
proposed by Ravagnani and Caballero [11] is used and this optimization 
problem also has an MINLP formulation, using the Bell-Delaware 
method for the shell side calculations. After each heat exchanger is 
designed, the cost coefficients (b) are obtained, and the overall cost of 
the network is calculated. Fig. 1 presents the algorithm that proceeds to 
find the minimum TAC. The algorithm is formulated in four steps: 

Step One: Solve the MINLP problem derived from the SWS of Yee 
and Grossmann [1] starting from a fixed coefficient (b) chosen for the 
entire network to generate the initial HEN configuration. 

Step Two: Solve the MINLP problems proposed by Ravagnani and 
Caballero [11] for each one of the heat exchangers in the network 
generated in Step One. 

Step Three: Extract from the detailed heat exchangers design, the 
heat exchanger area (A), the tube length (L), tube external diameter 
(dex), and the internal shell diameter (Ds), individual heat transfer co-
efficients (h), and pressure drop (ΔP) and calculate the coefficient b 
using Eq. (4). 

Step Four: Calculate the streams’ individual heat transfer co-
efficients as in Ravagnani and Caballero [11]. 

Step Five: Using the coefficient b values calculated in Step Three, a 
weighted average coefficient bav must be calculated for the HEN, 
considering the different heat exchanger areas. 

Step Six: With the coefficient bav, from Step Five, and the individual 
heat transfer coefficients from Step Four, synthesize a new HEN as in 
Step One. 

Step Seven: If the same network topology is found, the final TAC is 
calculated using the individual coefficient b of each heat exchanger in 
the HEN, and the algorithm stops. If the network topology is different, 
then run the algorithm again until the same topology is found. Fig. 1 
illustrates the algorithm developed. 

Case studies 

To illustrate the potential applicability of the developed algorithm 
considering a different coefficient b for each one of the STHE, two case 
studies from the literature were used. Both examples were solved in 
GAMS 31.2 and CPLEX 12.10 and DICOPT 2 solvers were used. The SWS 
model has 45 continuous variables, 8 integer variables, and 45 con-
straints for Case 1. For case 2 the SWS model has 142 continuous vari-
ables, 33 integer variables, and 154 constraints. The absolute gap value 
of 0.00 was presented in the solver, with 224 iterations. The results 
obtained for the HENs Synthesis were at 0.204 s for Case 1, and 0.266 s 
for Case 2 for the last iteration. The detailed heat exchanger designs the 
model has 733 continuous variables, 619 integer variables, and 164 
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constraints, and the results were at an average of 0.427 s for both cases 
in the last iteration on a Core i5 7200U computer. 

The STHE type chosen for the evaluation of the approach in the case 
studies is the BFM, and only single STHEs are considered. Therefore, the 
design operating parameters from the detailed STHE design used to 
solve Case one and Case two problems are the inside shell diameter, the 
heat transfer area, the tube length, the individual heat transfer 

coefficients, and the pressure drops. 

Case Study 1 

The first case study was extracted from Ravagnani and Caballero 
[14] and has two hot and two cold streams, a hot utility, and a cold
utility. Table 3 presents streams and utility data.

Using the proposed algorithm, in the first step, a HEN topology is 
generated using the SWS [1] derived model and it is presented in Fig. 2, 
with three heat exchangers and one heater. The value used for the 
exchanger minimum approach temperature used was 10 K. 

The Area values and pressure drops were used to calculate the HEN 
TAC considering the fixed b value of 60 for the HEN, the same as in the 
case study from Ravagnani and Caballero [14]. Also, as an inicial esti-
mative, oveall heat transfer coefficients are assumed to be 444 W/m2K, 
for stream-stream and stream-utility matches. The value obtained was 
95986.40 $/year. In algorithm Step 2, for this HEN, each heat exchanger 
is detailed designed using the MINLP model proposed by Ravagnani and 
Caballero [11]. The results for the detailed equipment design and the 
values for coefficient b are presented in Table 4. 

With the values for the area (Area) and the internal diameter of the 
shell (Ds), the cost coefficient b is calculated for each one of the heat 
exchangers, and these values are presented in Table 4. The weighted 
coefficient bav is calculated using the coefficient b values of each 

Table 3 
Streams and utility data for case 1.  

Stream Tin(K)  Tout(K)  m(kg/s)  μ(kg/ms)  ρ(kg/m3)  Cp(J/kgK)  k(W/mK)  ΔP(kPa)  rd(W/mK)  Cost($/kWyear)  

S1 368 348  8.15 2.4E-4 634 2454  0.114  68.95 1.7E-4  
S2 353 348  81.50 2.4E-4 634 2454  0.114  68.95 1.7E-4  
S3 303 363  16.30 2.4E-4 634 2454  0.114  68.95 1.7E-4  
S4 333 343  20.40 2.4E-4 634 2454  0.114  68.95 1.7E-4  
HU 500 500         60 
CU 300 320         6 

Area cost = 1000 + 60A0.6, A in m2. Pumping cost = 0.7(ΔPtmt/ρt + ΔPsms/ρs), ΔP in Pa, m in kg/s and ρ in kg/m3. Overall heat transfer coefficients = 444 W/m2K. 

Fig. 2. Initial HEN topology for Case 1.  

Table 4 
Detailed design of heat exchangers for Case Study 1.  

Parameters E1 E2 E3 

Area (m2) 52.673 64.491 11.673 
Q (kW) 400 900 100 
LMTD (K) 18.35 35.74 14.23 
Ds (m) 0.489 0.591 0.305 
Dotl (m) 0.457 0.546 0.260 
dex (mm) 19.05 19.00 19.00 
din (mm) 17.00 17.00 17.00 
pt (mm) 24.00 24.00 25.00 
L (m) 3.655 2.438 2.438 
ht (W/m2◦C) 1602.279 1138.391 1299.421 
hs (W/m2◦C) 1275.438 952,240 1058.382 
ΔPt (kPa) 8.70 2.89 1.76 
ΔPs (kPa) 2.12 0.48 1.15 
b  30.19 24.24 65.61  

Table 5 
Escalation index.  

Cost parameter Calculatedweighted coefficient 1982 index 2003 index Escalation index (Ei) Escalatedweighted coefficient 

Indexes   314.0  401.7  1.27  
bav 30.42     38.63  
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exchanger and their respective areas. 
All parameters of cost coefficient b were calculated using the base 

price of 1982 extracted from Purohit [25]. The current base price of the 
cost coefficients can be updated using an escalation index (Ei) by 
multiplying the year of reference for the base price by the ratio of the 
values of the fabricated equipment components on both dates. 

As the data used by Ravagnani and Caballero [14] were extracted 
from Mizutani et al. [13] the data need to be escalated to the year 2003 
for comparison of results. The reason for choosing Ravagnani and Ca-
ballero [14] over Mizutani et al. [13], is because the first authors 
considered stream splitting, thus having more accurate results. Table 5 
illustrates the escalation index for the weighted coefficient bav. 

A new HEN is synthesized, with different topology, and is presented 
in Fig. 3. This new topology has two heat exchangers and two heaters, 
and the minimum TAC found was $ 94558.25. This new HEN configu-
ration has a TAC lower than the previously reported in the literature and 
presents a more realistic result for the case studied. Besides, the new 
HEN has no streams splitting, which will influence less on piping, 
therefore, having a simpler operation. 

As this HEN has a different topology, according to the proposed al-
gorithm, a new HEN must be generated. The next step is to go back to the 
algorithm Step 2, for this HEN and each heat exchanger must be, again, 
detailed designed. The results for the new detailed equipment design 
and the values for coefficient b are presented in Table 6. 

With the values for the heat exchanger areas (Area) and the internal 
shell diameters (Ds), the cost coefficient b is calculated for each one of 
the heat exchangers. With the detailed design of the heat exchangers, it 
was possible to calculate a more accurate coefficient bav using the area of 
the different heat exchangers. The calculated value was 24.32. Using the 
escalation index (Ei = 1.27) to update from 1982 to 2003 the escalated 
weighted coefficient bav was 30.89. With the value of the escalated 
weighted coefficient bav a new HEN is synthesized. 

Now, it has the same topology as the previous one shown in Fig. 3. 
Therefore, the algorithm can stop, and the TAC can be calculated using 
the individual coefficient b of each STHE in the HEN to find the final 
solution. 

The minimum TAC for iteration 2 was $ 94558.25. Table 7 presents 
the evolution of the algorithm for this case study. TAC is 1.12 % lower 
than the reported solution in the literature. 

Case Study 2 

This case study was also extracted from Ravagnani and Caballero 
[14]. The problem has three hot streams and three cold streams, a hot 
utility and a cold utility are available. Table 8 presents streams and 
utility data. The value used for the exchangers minimum approach 
temperature used was 10 K. 

According to the proposed algorithm, an initial HEN topology is 
generated and is presented in Fig. 4, with seven heat exchangers and one 
heater. 

The TAC value calculated was 60804.44 $/year. In the algorithm 
Step 2, for this network structure, each heat exchanger must be detailed 
designed. Results are presented in Table 9. 

With the values for the area (Area) and the internal diameter of the 
shell (Ds), tube length, the cost coefficient b is calculated for each one of 
the heat exchangers, and these values are also presented in Table 9. The 

Fig. 3. New HEN generated for Case 1.  

Table 6 
Detailed design of heat exchangers for Case Study 1 HEN 2.  

Parameters E1 E2 

Area (m2) 35.89 57.05 
Q (kW) 400 1000 
LMTD (K) 20.41 33.43 
Ds (m) 0.533 0.635 
Dotl (m) 0.489 0.594 
dex (mm) 19.04 19.04 
din (mm) 17.00 17.00 
pt (mm) 25 25 
L (m) 2.438 2.438 
ht (W/m2◦C) 1465.281 1264.464 
hs (W/m2◦C) 1251.183 1015.045 
ΔPt (kPa) 2.15 0.91 
ΔPs (kPa) 3.92 0.74 
B 27.20 22.50 
Hot end temperature difference (K) 27 25 
Cold end temperature difference (K) 15 45  

Table 7 
Evolution of the algorithm.  

Costs ($/year) Ravagnani and 
Caballero [14] 

Iteration 
1 

Iteration 
2 

Final 
Solution 

Operational 
cost  

90000.00  90000.00  90000.00  90000.00 

Capital cost  5844.09  4391.22  4391.58  4780.89 
Pumping cost  169.56  177.23  166.67  166.67 
TAC  96013.65  94568.45  94558.25  94947.56  
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weighted coefficient bav is calculated using the coefficient b values of 
each exchanger and their respective areas. 

Just as in Case Study 1, in Case Study 2, the data used by Ravagnani 
and Caballero [14] were extracted from Mizutani [13], and the data was 

also escalated to the year 2003 for comparison of the results with the 
literature. The calculated value of bav is 16.78. Using the escalation 
index (Ei = 1.27) to update from 1982 to 2003, the escalated weighted 
coefficient bav was 21.31 with the value of the weighted coefficient bav. 

Table 8 
Streams and utility data for Case Study 2.  

Stream S1 S2 S3 S4 S5 S6 HU CU 

Tin (K) 423 363 454 293 293 283 700 300 
Tout (K) 333 333 433 398 373 288 700 320 
m (kg/s) 16.3 65.2 32.6 20.4 24.4 65.2   
µ (kg/ms) 2.4E-4 2.4E-4 2.4E-4 2.4E-4 2.4E-4 2.4E-4   
ρ (kg/m3) 634 634 634 634 634 634   
cp (J/kgK) 2454 2454 2454 2454 2454 2454   
k (W/mK) 0.114 0.114 0.114 0.114 0.114 0.114   
ΔP (kPa) 68.95 68.95 68.95 68.95 68.95 68.95   
rd(W/mK)  1.7E-4 1.7E-4 1.7E-4 1.7E-4 1.7E-4 1.7E-4   
cost ($/kWyear)       60 6 

Area cost = 1000 + 60A0.6, A in m2. Pumping cost = 0.7(ΔPtmt/ρt 
+ ΔPsms/ρs), ΔP in Pa, m in kg/s and ρ in kg/m3. Initial overall heat transfer coefficients = 444 W/ 

m2K. 

Fig. 4. Initial HEN for Case 2.  

Table 9 
Detailed design of exchangers for Case Study 2- round 1.  

Parameters E1 E2 E3 E4 E5 E6 E7 
Area (m2) 2.335 11.673 33.072 275.718 105.953 362.005 33.072 
Q (kw) 20 430 880 3150 1200 3600 800 
MLTD (k) 34.16 60.17 59.43 24.58 21.64 21.64 152.48 
Ds (m) 0.205 0.337 0.533 0.838 0.533 0.940 0.533 
Dotl (m) 0.173 0.305 0.489 0.796 0.489 0.895 0.489 
dex (mm) 19 25 25 19 19 19 25 
din (mm) 17 23 23 17 17 17 23 
pt (mm) 25 32 32 25 25 25 32 
L (m) 2.438 2.438 2.438 6.706 6.706 3.658 2.438 
ht (W/m2◦C) 1945.26 1413.69 814.23 1227.48 1515.21 1365.27 1207.51 
hs (W/m2◦C) 301.48 965.23 1395.89 702.91 1210.86 143.97 1120.92 
ΔPt (kPa) 2.51 0.39 1.83 9.84 9.80 6.24 1.47 
ΔPs (kPa) 0.32 0.85 1.08 2.52 3.58 1.36 0.62 
b 286.57 53.46 27.20 10.52 16.41 16.12 35.03  
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A new HEN is synthesized with a weighted average coefficient b and is 
presented in Fig. 5, with a TAC of $ 53633.11. This value is lower and 
better than the previous one, calculated with a fixed b coefficient. 

The new HEN has a different topology, and according to the pro-
posed algorithm, a new HEN must be generated. The next step is to go 
back to the algorithm Step 2, for this HEN and each heat exchanger must 
be detailed designed. The results for the new detailed equipment design 
and the values for coefficient b are presented in Table 10. 

With the values for the area (Area) and the internal diameter of the 
shell (Ds), the cost coefficient b is calculated for each one of the heat 
exchangers, and these values are presented in Table 10. The weighted 
coefficient bav is calculated using the coefficient b values of each 
exchanger and their respective areas. 

The calculated value of bav is 15.86. Using the escalation index (Ei =

1.27) to update from 1982 to 2003, the escalated weighted coefficient 
bav was 20.14 with the value of the weighted coefficient bav. A new HEN 
is synthesized with a weighted average coefficient b, with a TAC of $ 

52684.21. This value is lower and better than the previous one, calcu-
lated with a fixed b coefficient. 

As the new HEN topology is the same as in the previous step, the 
algorithm stops, and the TAC is now calculated using the individual 
coefficient b of each STHE in the HEN to find the best solution. The final 
value obtained for Case 2 is 23% lower than the solution found in the 

Fig. 5. New HEN with weighted mean b for Case 2.  

Table 10 
Detailed design of exchangers for Case Study 2- round 2.  

Parameters E1 E2 E3 E4 E5 
Area (m2) 168.561 40.271 80.833 242.407 40.271 
Q (kw) 2800 800 1680 3120 1680 
MLTD (k) 32.90 57.17 38.17 26.75 84.37 
Ds (m) 0.591 0.533 0.737 0.737 0.533 
Dotl (m) 0.546 0.489 0.659 0.659 0.489 
dex (mm) 19 19 19 19 19 
din (mm) 17 17 17 17 17 
pt (mm) 24 25 25 25 25 
L (m) 6.076 2.438 2.438 6.706 2.438 
ht (W/m2◦C) 1045.10 839.58 1458.05 1079.17 1462.29 
hs (W/m2◦C) 928165.25 1172833.43 92397.96 728112.74 443135.29 
ΔPt (kPa) 2.57 0.38 1.36 2.76 1.36 
ΔPs (kPa) 0.19 1.16 0.02 0.16 0.26 
B 14.60 27.20 19.56 11.74 27.20 
Cold end temperature difference (K) 26.4 50 40 40 88 
Hot end temperature difference (K) 40.4 65 36.4 18 81  

Table 12 
Evolution of the algorithm for Case Study 2.  

Costs 
($/year) 

Ravagnani 
andCaballero [14] 
HENHHENHEN 

Iteration 
1 

Iteration 2 Final 
Solution 
Solution 

Operational 
cost  

46200.00  46200.00  46200.00  46200.00 

Capital cost  20887.57  6193.69  6183.78  6784.50 
Pumping cost  2077.91  1239.42  300.430  300.43 
TAC  69165.48  53633.11  52684.21  53284.93  
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literature. The evolution of Capital Cost and TAC are presented in 
Table 12. 

The TAC for the case studies 1 and 2 calculated and compared to the 
literature had used the base price of cost coefficients from the year 2003 
as already discussed before in this paper. The TAC values found in this 
work can be updated to the year 2020 by using the escalation index (Ei). 
Table 13 shows the updated TAC values for cases 1 and 2.Table 14. 

The use of the escalation index was important in this approach so 
that the values of parameter b could be updated, and the essence of the 
equation used as the basis Eq. (3) could show the most realistic values 
and the comparison with the literature works could be performed in a 
coherent way. 

Conclusions 

In the present work, a new approach is proposed for the synthesis of 
shell and tube heat exchanger networks including the detailed sizing of 
each one of the heat exchangers in which the capital cost function co-
efficient b depends on the specifications of each heat exchanger. Two 

literature cases, one with four and the other with six process streams 
were used to test the applicability of the developed model. Results 
showed that considering the coefficient b different for each exchanger, 
different capital costs were obtained for the studied networks. More 
realistic values were obtained in comparison to the capital costs of HEN 
configurations considering the fixed-parameter b for all heat exchangers 
in the network. 

The HEN costs were lower than those previously reported in the 
literature, because, with the detailed design of the individual heat ex-
changers, more accurate costing parameters were obtained. 

The fixed value for all equipment in the capital cost function for 
parameter b, in the cases, studied, indicating an overestimation of the 
cost related to the area. 

Since many methods in the literature have been used by other au-
thors to correct the areas of the exchangers in the HEN, the major 
contribution in this work is that the costs were overestimated. So, the 
proposed approach showed that the use of a fixed parameter for all the 
heat exchangers in the network can change the trade-off between energy 
and capital and, in turn, can lead to changes in the network topology. 
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Appendix A 

Problem Formulation 
The optimization problem focuses on minimizing the objective function given by: 

Mincost =
∑

i∈HP
CCUQCU,i +

∑

j∈CP
CHUQhu,j + a

(
∑

(i,j)∈Gi,j

ni,j +
∑

(i,j)∈Gi,j

mi,j

)

+

(
∑n

i=1
bavAc

i +B
∑m

j=1
Auhc

j +CmC

∑m

j=1
Aucc

j

)

+ pcost
∑n

i,j=1

(

ΔPi.
mti

ρti
+ΔPsj.

msj

ρsj

)

(A.1) 

Subject to: 
Overall energy balance for each stream: 

(TINi − TOUTi)Cpi =
∑

k∈ST

∑

j∈CP
qijk + qcuii ∈ HP  

(
TINj − TOUTj

)
Cpj =

∑

k∈ST

∑

i∈HP
qijk + qhujj ∈ CP.(A.2)

Energy balance for each interval: 
(
ti,k − ti,k+1

)
Fi =

∑

j∈CP
qijk,∈ST ,i∈HP,

(
tj,k − tj,k+1

)
Fi =

∑

i∈HP
qijk,k∈ST,j∈CP. (A.3) 

Logical constraints: 

qijk − Ωzijk ≤ 0, i ∈ HP,

Table 13 
Escalated TAC.   

Calculated TAC 
(($/year) 

2003 
index 

2020 
index 

Escalation 
index (Ei) 

Escalated 
TAC 

Index 
data   

401.7  593.6  1.48  

Case 1  94947.56     140522.38 
Case 2  53284.93     78861.70  

Table 14 
Definition of baseline shell and tube exchanger.  

Parameter Base designation 

Tubes Welded c.s., 14 BWG, avg wall 
Nominal tube length 20 ft 
Number of tube passes 1 or 2 
Shellside design pressure, psig ≤ 150 
Tubeside design pressure, psig ≤ 150 
Material of construction All carbon steel  
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qcui − Ωzcui ≤ 0, i ∈ HP,

qhuj − Ωzhuj ≤ 0, j ∈ CP,

zijk,zhuj,zcui = 0, 1. (A.4) 

Where the upper limit correspondent Ω can be lowest energy exchange between two streams. 
Heat exchangers design: 

LMTDi,j =
dT1

i,j − dT2
i,j

ln
dT1

i,j
dT2

i,j 

≈ Chen Approximation (A.5) 

Qi,j = Ui,jAi,jLMTDi,j (A.6)  

Appendix B 

Ravagnani and Caballero (2007) model for the detailed design of shell and tube heat exchangers. 
Equations: 
Definition of tube length (L): 

L = 2.4385y1
1 + 3.658y1

2 + 4.877y1
3 + 6.096y1

4 + 6.706y1
5(B.1)

y1
1 + y1

2 + y1
3 + y1

4 + y1
5 = 1(B.2)

Definition of baffle spacing (ls): 

ls ≤ Ds(B.3)

ls ≥
Ds

5
(B.4)

Definition of the flow regimen in the shell side: 
Res =

msdex
μsSm (B.5)

The shell side fluid velocity is given by: 

vs =
ms/ρs

(Ds/pt)(pt − dex)ls
(B.6)

The velocity limits must be: 

0.5 ≤ vs ≤ 2, vsinm/s(B.7)

Colburn factor (ji) and Fanning factor (fls) determination with a1-a4 and b1-b4 extracted from Ravagnani and Caballero11 

∑

r

∑

s
yrearr

r,s Aa1
r,s = a1(B.8)

∑

r

∑

s
yrearr

r,s Aa2
r,s = a2(B.9)

∑

r
yarr

r Aa3
r = a3(B.10)

∑

r
yarr

r Aa4
r = a4(B.11)

∑

r

∑

s
yrearr

r,s Ab1
r,s = b1(B.12)

∑

r

∑

s
yrearr

r,s Ab2
r,s = b2(B.13)

∑

r
yarr

r Ab3
r = b3(B.14)

∑

r
yarr

r Ab4
r = b4(B.15)

a =
a3

1 + 0.14(Res)
a4 (B.16)

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Synthesis of HEat Exchanger... C. Swain et al.276



ji = a11.064a(Res)
a2 (B.17)

b =
b3

1 + 0.14(Res)
b4
(B.18)

fls = b11.064b(Res)
b2 (B.19)

Number of baffles: 

Nb =
L
ls
− 1(B.20)

Nc =
Ds[1 − 2(lc/Ds) ]

pp
(B.21)

lc = 0.25Ds(B.22)

Fraction of total tubes in crossflow (Fc): 

Fc =
1
π [π + 2λsin(arccos(λ) ) − 2arccos(λ) ](B.23)

where 

λ =
Ds − 2lc

Dotl
(B.24)

Number of effective cross-flow tube rows in each window (Ncw): 

Ncw =
0.8lc

pp
(B.25)

The fraction of cross-flow area available for bypass flow (Fsbp): 

Fsbp =
ls[Ds − Dotl]

Sm
(B.26)

Shell-to-baffle leakage area for one baffle (Ssb); 

Ssb =
Dsδsb

2

[

π − arccos
(

1 −
2lc

Ds

)]

(B.27)

where 

δsb =

(
3.1 + 0.004(Ds × 1000)

1000

)

(B.28)

Tube-to-baffle leakage area for one baffle (Stb): 

Stb
(
m2) = 0.0006223dexNt(1 − Fc)(B.29)

Area for flow-through window (Sw): 

Sw = Swg − Swt(B.30)

where 

Swg =
(Ds)

2

4

⎡

⎣arccos
(

1 − 2
lc

Ds

)

−

(

1 − 2
lc

Ds

)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 −

(

1 − 2
lc

Ds

)2
√ ⎤

⎦(B.31)

and 

Swt =

(
Nt

8

)

(1 − Fc)π(Ds)
2
(B.32)

Shell-side heat transfer coefficient for an ideal tube bank (hoi): 

hoi =
jiCps ms

Sm

(
ks

Cps μs

)2/3

(B.33)

Correction factor for baffle configuration effects (Jc): 

Jc = Fc + 0.54(1 − Fc)
0.345

(B.34)

Correction factor for baffle-leakage effects (Jl): 

Jl = α+(1 − α)exp
(

− 2.2
Ssb + Stb

Sm

)

(B.35)

where 
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α = 0.44
(

1 −
Ssb

Ssb + Stb

)

(B.36)

Correction factor for bundle-bypassing effects (Jb): 

Jb = exp
(
− 0.3833Fsbp

)
(B.37)

Shell-side heat transfer coefficient (hs): 

hs = hoiJcJl Jb(B.38)

Pressure drops for an ideal cross-flow section (ΔPbi): 

ΔPbi =
2flsNc(ms)

2

ρsSm2 (B.39)

Pressure drop for an ideal window section (ΔPwi): 

ΔPwi = (2 + 0.6Ncw)
(ms)

2

2SwρsSm
(B.40)

Correction factor for the effect of baffle leakage on pressure drop (Rl): 

Rl = exp

[

− 1.33
(

1 +
Ssb

Ssb + Stb

)(
Ssb + Stb

Sm

)k
]

(B.41)

where 

k = − 0.15
(

1+
Ssb

Ssb + Stb

)

+ 0.8(B.42)

Correction factor for bundle bypass (Rb): 

Rb = exp
[
− 1.3456Fsbp

]
(B.43)

The pressure drop across the shell-side (ΔPs): 

ΔPs = 2ΔPbi

(

1+
Ncw

Nc

)

Rb +(Nb + 1)ΔPbiRbRl +NbΔPwiRl(B.44)

Pressure drop limit, fixed before the design: 

ΔPs ≤ ΔPsdesign(B.45)

Tube-side Reynolds number (Ret): 

Ret =
4mtNtp

πdinμtNt
(B.46)

Friction factor for the tube-side (flt): 

1̅
̅̅̅
flt

√ = − 4log

[
0.27ε

dex
+

(
7

Ret

)0.9
]

(B.47)

where ε is the roughness in mm. 
Prandtl number for the tube-side (Prt): 

Prt =
μtCpt

kt
(B.48)

Nusselt number for tube-side (Nut): 

Nut = 0.027(Ret)
0.8
(Prt)

1/3
(B.49)

Tube-side heat transfer coefficient (ht): 

ht =
Nutktdin

dindex
(B.50)

Tube-side velocity (vt): 

vt =
μtRet

ρtdin
(B.51)

The velocity limits are: 

1 ≤ vt ≤ 3, vtinm/s(B.52)

Tube-side pressure drop (including head pressure drop):  
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ΔPt = ρt

(
2fltNtpL(vt)

2

din
+ 1.25Ntp(vt)

2

)

(B.53)

Pressure drop limit, fixed before the design: 

ΔPt ≤ ΔPtdesign(B.54)

Heat exchanged: 

Q = mtCpt(THIN − THOUT)torQ = mtCpt(TCIN − TCOUT)t(B.55)

Q = msCps(THIN − THOUT)sorQ = msCps(TCIN − TCOUT)s(B.56)

Heat exchange area: 

A = NtπdexL(B.57)

LMTD: 

t1 = THOUT − TCIN(B.58)

t2 = THIN − TCOUT(B.59)

LMDT Chen approximation: 

LMTD =

[
t1t2(t1 + t2)

2

]1/3

(B.60)

Dirty overall heat transfer coefficient (Ud): 

Ud =
Q

Area(LMTD)
(B.61)

Clean overall heat transfer coefficient (Uc): 

Uc =
1

(

dex/dinht + rindex/din +
dexlog(dex/din)

2ktube+rout+1/hs

) (B.62)

Fouling factor calculation (rd): 

rd =
Uc − Ud

UcUd
(B.63)

rd ≥ rddesign(B.64)
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1. Introduction

(e occurrence of wall jet flows is common in many in-
dustrial applications. Traditional applications include ven-
tilation, film cooling, and separation control over wings [1].
In some small-scale geometric engineering applications,
turbulent jets are mainly used for heat transfer [2, 3]. In civil
engineering, the wall jet flow can be used to design labo-
ratory (or numerical) simulations of large-scale downburst
outflow, which is a high-intensity wind that results in
failures of transmission lines [4, 5]. (ere are two main
methods for generating wall jet flows depending on the angle
of injection of the high-momentum fluid. If the high-mo-
mentum fluid is injected normally to the wall, the resulting
flow field is classified as a radial wall jet [6], which is a logical
way to achieve flow similarity of downburst outflow [7]. A

plane wall jet is produced when the high-momentum fluid is
parallel to the wall, and this can also be an idealized model
for the outflow region of a downburst [8, 9].

Both radial and plane wall jets have been extensively
studied over the past few decades. Owing to the extensive
applications of wall jets, there are many studies on them.
Launder and Rodi [10] provided a comprehensive review
that reflects the state-of-the-art experimental research
conducted until 1980. Reviews on more recent literature can
be found in Naqavi et al. [11] and van Hout et al. [12] for
plane and radial wall jets, respectively. (ese literature re-
views suggest that the studies on wall jets usually focus on
one type at a time. Radial [13–15] and plane [16–20] wall jets
were investigated separately. Only a few studies have
compared the basic characteristics, such as the evolution of
the length and velocity scales, of the two types of wall jets.
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Over the last few decades, turbulent radial and plane wall jets have been studied extensively both experimentally and numerically. 
Previous research has mostly focused on the heat and mass transfer processes that occur in jet flows. In this study, a thorough 
investigation of turbulent radial and plane wall jets was carried out, taking into account both jet spread and velocity decay for 
various parameters. The numerical results were compared to previously collected experimental data. The Reynolds stress model 
(RSM) performed well in the simulation of both radial and plane wall jets, according to the comparison, which focused on the 
velocity profile, jet spread, and velocity decay. The results reveal that the effects of nozzle height and Reynolds number on the 
evolution of the radial wall jet are not substantial for most downburst occurrences with a typical ratio of cloud base height to 
diameter. The Reynolds number influences both the jet spread and the velocity decay.
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Tanaka and Tanaka [21] compared the velocity and length
scales of their experimental radial wall jet with those
available in the literature on plane wall jets. It was revealed
that the evolution of the half-maximum velocity location is
very similar, while there is a difference between the evo-
lutions of the maximum velocities. Banyassady and Piomelli
[22] obtained similar conclusions through a large eddy
simulation. Guo et al. [23] identified that the confinement of
an impinging jet has no significant effect on the velocity
decay rate, and the presence of the upper confinement plate
accelerates the wall jet growth rates compared to those
reported in the previous plane and radial wall jet experi-
ments. However, the numerical study results of radial wall jet
by Fillingham and Novosselov [24] exhibited an excellent
agreement with those of plane wall jet reported by Naqavi
et al. [11] in terms of the evolution of both length and
velocity scales. Bagherzadeh et al. [2] reported that wall
roughness influences the decay rate. (ey found that the
decay of velocity increases with an increase in wall
roughness.

Most previous studies on plane and radial wall jets fo-
cused on heat and mass transfers; they had relatively small
Reynolds numbers [25, 26] and were not suitable for the
study of downbursts. Due to the influence of the wall, the
free jet region of the impinging jets is also different from the
turbulent round jet [27]. In applications related to civil
engineering, the majority of the previous investigations on
radial and plane wall jets focused on the profiles and time
series of velocity [28–30]. It is useful to characterize the
length and velocity scales for high Reynolds numbers. In
addition, an external stream exists in most practical situa-
tions of a plane wall jet. (e external stream also provides
fluid for jet entrainment [31]. In the case of downburst
outflow simulation, an external stream may be applied to
simulate a translating event [32]. In addition, the results
from different wall jet studies have apparent discrepancies
even in some basic characteristics. (ere is a fundamental
geometric difference between plane and radial wall jets:
radial wall jets have an additional direction of expansion.
Although Lin et al. [33] verified that the frontal curvature has
little effect on the resultant wind loading of a structure
within a certain transverse width, which is a geometric
analysis, the validity of the 2D assumption needs to be
further investigated from the perspective of the difference
between the longitudinal evolution of the 3D outflow and 2D
wall jet.

(e primary objectives of the present study were (1) to
perform a systematic parametric study through the nu-
merical simulation of radial and plane wall jets to determine
the characteristics of evolution and (2) to further investigate
the 2D assumption for the downburst outflow. Following
Section 1, Section 2 introduces the numerical simulation
details of the radial and plane wall jets; Section 3 presents the
comparison of the results from existing literatures with those
predicted in the current simulation. (e Reynolds-number
dependency was investigated for both types of wall jets.
Subsequently, the influence of the nozzle height from the
plate on the radial wall jet and the effect of co-flow on the
plane wall jet are presented. Based on the simulation results,

the accuracy of approximating a downburst outflow with a
plane wall jet was evaluated, as presented in Section 4.
Section 5 summarizes the main findings of the present study.

2. Problem Formulation

2.1. Governing Equations. A commercially available com-
putational fluid dynamics (CFD) package, FLUENT, was
used to simulate the impinging jet and plane wall jet. (e
conservation equations of mass and momentum for an
incompressible fluid flow can be expressed as follows:

zui

zxi

� 0,

z

zt
ρui(  +

z

zxj

ρuiuj  � −
zp

zxi

+
zτij

zxj

+
z

zxj

μ
zui

zxj

 ,

(1)

where ρ is the fluid density; ui and uj are the mean velocity
components corresponding to i and j, respectively; p is the
pressure; μ is the fluid viscosity; and t is the time. (e
Reynolds stress tensor, τij � − ρui′uj

′, needs to be numerically
modeled to close the equations.

An exhaustive investigation on a plane wall jet was
conducted by Yan et al. [34] using seven Reynolds-averaged
Navier–Stokes (RANS) turbulence models and a large eddy
simulation (LES). (ey found that the stress-omega Rey-
nolds stress model (SWRSM) with adjusted turbulence
model constants achieved the best results in simulating a
steady wall jet without co-flow. In addition, Sengupta and
Sarkar [35] indicated that the LES model, realizable k-ε
model, and Reynolds stress model (RSM) perform better in
simulating an impinging jet. In the current study, the
Navier–Stokes equations were closed by employing RSM
(stress-omega). (e stress-omega model is a stress-transport
model proposed by Wilcox [36], and a revised version was
introduced subsequently [37]. (e default constants from
the original version [36] are used in FLUENT 16.0. (e
revised version was used in the current study. (e param-
eters of the SWRSM are listed in Table 1.

2.2. Assumptions and Numerical Solution. (e assumptions
made for solving the pressure and flow fields inside the wind
channel and their corresponding implications are as follows:

(1) Constant and uniform properties, i.e., ρ and μ are
constant.

(2) Newtonian fluid.
(3) Isotropic fluid.
(4) Isothermal fluid.
(5) Incompressible fluid.
(6) Stokes’ hypothesis holds true.

(e differential equations governing the flow were in-
tegrated using the finite-volume method, which is a specific
case of residual weighting methods [38, 39]. (e least
squares cell-based method was adopted for the numerical
approximation of gradients, and bounded central
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differencing was selected for the momentum discretization.
(e pressure was discretized using a second-order implicit
scheme. (e discretized governing equations were solved
using the Semi-Implicit Method for Pressure-Linked
Equations Consistent (SIMPLEC) algorithm, which is an
improved version of the SIMPLE algorithm [40], for pres-
sure–velocity coupling. (e SIMPLEC algorithm adopted in
this study is presented in Appendix A. (e time step was
selected to guarantee that the Courant number was less than
one to maintain the stability of the computation. (e ab-
solute convergence criteria for the continuity equation and
the other equations are 1× 10− 6 and 1× 10− 5, respectively.

2.3. Flow Configuration and Computational Setup. (e
computational domains for the plane wall jet and impinging
jet using the Cartesian coordinate system are shown in
Figure 1, where b is the jet inlet height of the plane wall jet
and D is the circular inlet diameter. For the plane wall jet
domain, Yan et al. [41] indicated that the development of the
wall jet is not affected up to the streamwise position x/b� 80
for h/b� 20, where h is the co-flow height. (e domain
height of the plane wall jet assumed in this study was 21b.
(e bottom was set as a wall boundary with a no-slip
condition. At the inflow plane, a velocity profile was set for
the wall jet up to y/b� 1.0, and the rest of the plane had a
uniform co-flow, UE. Jet entrainment was provided by a
uniform co-flow. (e top boundary was specified as a free-
slip boundary condition. (e spanwise direction had peri-
odic boundaries to attain two dimensionalities, and at the
exit plane, a pressure outlet boundary condition was applied,
as shown in Figure 1(a). Sengupta and Sarkar [35] showed
that the geometric conditions of the domain have little
influence on the flow profiles. For the current impinging jet
simulation, a three-dimensional (3D) cylindrical domain
was used, as illustrated in Figure 1(b). Pressure outlet
boundary conditions were applied with a zero-normal
gradient at the outflow boundaries. A no-slip condition was
assumed at the bottom wall of the computational domain.
(e turbulence intensity of the inflow was set as 0.01 for both
the impinging jet and plane wall jet.

A nonuniform hexahedral grid was used. (e nearest
node to the wall in the y-direction was located at y+ <1 for all
grids, where y+ � Δyρuτ/μ is the nondimensional wall
distance, uτ � (τw/ρ)1/2 is the friction velocity, τw is the wall
shear stress, μ is the dynamic viscosity of the fluid, and ρ is
the density of the fluid. To ensure grid independency, two
grids were employed for the radial wall jet simulation: coarse
G1 (2.4 million) and fine G2 (4.1 million). Two grids were
also employed for the plane wall jet simulation: coarse G3
(1.8 million) and fine G4 (3.2 million). As shown in Figure 2,
the results for the two levels of grid resolution were very
similar, and there was no noticeable difference between the
mean velocities of the radial and plane wall jets. All the

results presented in this work are for the two fine grids
shown in Figure 1.

(e mean velocity is usually scaled with length and
velocity variables, namely, the maximum velocity Um and
the distance y1/2 from the wall to the position at which the
mean velocity declines to half of its maximum value [7, 42],
to obtain self-similar characteristics. Researchers often se-
lected the height ym of the maximum velocity location as the
length scale [43–45] for the vertical mean velocity profile of
the downburst.

Hjelmfelt [46] noted that approximately 50% of the
observations from the Joint Airport Weather Studies
(JAWS) Project were for traveling events. Storm transla-
tional velocities can be as high as 1/3 of the downdraft
velocity. A downburst with “surface environmental wind” or
a downburst embedded in a translating storm can be
modeled through a plane wall jet approach with a co-flow
[32, 33]. (e velocity ratios are defined as β�UE/Uj for the
plane wall jet.(e Reynolds number is defined as Re�UjetD/
v for impinging jet and Re�Ujetb/v for plane wall jet, where v

is the kinematic viscosity. (e simulation cases for inves-
tigating the influences of the Reynolds number and nozzle
height on the impinging jet are listed in Table 2, while those
for investigating the influences of the Reynolds number and
co-flow on the plane wall jet are listed in Table 3.

2.4. Numerical ProcedureValidation. To verify the reliability
and accuracy of the current simulation, the results obtained
from the current model were compared with the experi-
mental results obtained by McIntyre [47] for a Reynolds
number of Re� 30,700 and a velocity ratio of β� 0.1. Because
the main objective of this study was to characterize the
length and velocity scales, normalized mean velocities were
used for validation. Figure 3 shows the velocity profiles at
two downstream locations. As demonstrated in this figure,
there is a good agreement between the current numerical
results and experimental data from McIntyre [47]. It was
concluded that the present numerical method is valid and
can be used to predict the mean flow properties of wall jets.

3. Results and Discussions

3.1. Statistical Properties

3.1.1. Mean Axial Velocity of Impinging Jet. (e axial ve-
locity profile along the centerline of the jet at half of the
nozzle height from the ground plane is shown in Figure 4. In
order to obtain the nondimensional velocity profiles, the
mean axial velocity of the impinging jet is normalized by the
local maximum velocity Vm, and the radial distance is
normalized by the local jet half-width δ1/2 (defined as the
width at which the mean axial velocity has decreased to half
of its maximum value). L is the downstream distance from
the jet nozzle. It can be seen that the current results of

Table 1: Coefficients for SWRSM.

C1 C2 Alpha∗_inf Alpha_inf Beta_i Beta∗_inf zeta∗ Mt0 TKE Prandtl number SDR Prandtl number
1.8 10/19 1 0.52 0.0708 0.09 0.5 0.25 5/3 2
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impinging jet match well with the experiment of Sengupta
and Sarkar [35] on the right side and there are some dif-
ferences on the left side. (is discrepancy may be due to the
concentration of seeding particles along the jet boundary,

which is a common problem in the use of PIV. Compared
with the velocity profile near the nozzle of a round free jet
[48], the profile of impinging jet has a top-hat shape due to
the existence of the plate. After impacting the plate, the axial
velocity of the impinging jet is transformed into the radial
velocity, while the round free jet gradually develops and
becomes self-similar [27].

3.1.2. Vertical Profile of Mean Streamwise Velocity inWall Jet
Region. Figure 5 shows the profiles of the mean velocity
normalized using Um and y1/2 at x� 1.5D for the radial wall
jet with Re� 50,000 and H� 2D and at x� 30b for the plane
wall jet with Re� 60,000 and β� 0.1. (e current numerical
results were compared with those of the plane wall jet ex-
periment by Eriksson et al. [17]; the radial wall jet experi-
ment by Cooper et al. [13]; and three empirical models for
the vertical profile of the downburst [7, 44, 49]. (e current

Table 2: Simulation cases for radial wall jet.

Cases R1 R2 R3 R4 R5 R6 R7 R8 R9 R10
Re (×104) 5 10 15 20 25 5 5 5 5 5
H/D 2 2 2 2 2 1 3 4 5 6

Table 3: Simulation cases for plane wall jet.

Cases P1 P2 P3 P4 P5 P6 P7 P8 P9 P10
Re (×104) 1 2 4 6 8 10 6 6 6 6
β 0.1 0.1 0.1 0.1 0.1 0.1 0.15 0.2 0.25 0.3
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Figure 1: Computational domains and grids for radial and plane wall jets. (a) Radial wall jet. (b) Plane wall jet.
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Figure 2: Grid independence study for: (a) radial wall jet, r� 1.5D and (b) plane wall jet, x� 30b.
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results of the plane wall jet are in good agreement with the
vertical profile suggested by Wood et al. [7] and the results
obtained by Eriksson et al. [17] for the outer region (y> ym).

However, the current model underestimated the height of
maximum velocity (ym) by 7.8 and 4.9% and overestimated
the velocity by 9.1 and 5.2% at the height of y/y1/2 � 0.08,
compared with those obtained by Eriksson et al. [17] and
Wood et al. [7], respectively. (e current results of the radial
wall jet exhibit a larger ym and agree well with the vertical
profile suggested by Oseguera and Bowles [49] for the region
of y/y1/2> ym. In the inner region, the current model pre-
dicted a velocity lower by 10.1 and 11.8% compared to the
experimental results of Cooper et al. [13] andWood’s profile
at the height of y/y1/2 � 0.08, respectively. It can be concluded
that both the approaches can generate a flow that is similar to
a downburst outflow and are effective in investigating
downburst outflows.

3.1.3. Turbulent Quantities. Figure 6 shows the distribu-
tion of RMS (root mean square) fluctuations in
streamwise velocity profiles at different streamwise lo-
cations (2 < x/b < 3.5) and radial locations (40 < r/D < 70).
It can be seen that the results from both wall jet and
impinging jet are in good agreement with the literature
data in the outer layer. (e streamwise RMS velocity
profiles of the wall jet show obvious twin-peak behavior
and self-similarity, while there is no obvious peak near
the wall in the simulation and experimental data of the
impinging jet.
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Figure 7 presents the RMS profiles of vertical velocity at
different streamwise locations (x/b) and radial locations (r/
D). (e numerical results of the plane wall jet are in good
agreement with the experimental data and show obvious
self-similarity, while the comparison for impinging jets with
the hot-wire data sets is less good. (e numerical results of
the impinging jet are close to the experimental data of
Knowles and Myszko [14] but smaller than the experimental
results of van Hout et al. [12].

Figure 8 shows the profiles of Reynolds shear stress along
the wall-normal direction at different streamwise locations
(x/b) and radial locations (r/D). (e profiles of Re shear
stress of both plane wall jet and impinging jet also have two
peak values. Different from streamwise RMS velocity, the
peak values of Re shear stress near the wall are negative. (e
results of the plane wall jet match well with the experimental
data of Rostamy et al. [18] while the result from Eriksson
et al. [17] is smaller than the current simulation. (e
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impinging jets values measured by Knowles andMyszko [14]
are also considerably lower.

3.2. Jet Spread and Velocity Decay in Plane Wall Jet

3.2.1. Effect of Jet Reynolds Number. (e dependence of the
flow on the Reynolds number was studied for a fixed velocity
ratio (β� 0.1). (e decay of the spread of the jet flow and the

maximum velocity was investigated. (e average spread rate
of the plane wall jet was found to be linear and can be
expressed as the half-height (y1/2) with respect to the
downstream distance [10]. (e growth is represented by
equation (2) as follows:

y(1/2)

b
� Ap

x

b
  + C. (2)
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Many previous studies have reported the values of the
slopeAp. Launder and Rodi [10] summarized a large number
of experiments and found that most values of Ap fall within
the range of 0.073± 0.002, except those obtained in low-
Reynolds-number tests. (e experiments of Eriksson et al.
[17], where measurements were performed using LDV,
indicated that the spread rate should be 0.078 for
Re� 10,000. (e experimental data from Abrahamsson et al.
[16] indicated a dependence of the slope on Re and reported
that values of Ap varied from 0.075 to 0.081 with
Re� 10,000–20,000. Wygnanski et al. [19] also found a clear
Reynolds-number dependence and a larger slope value of
0.088 for a Reynolds number ranging from 3,700 to 19,000.
With an external stream, Zhou and Wygnanski [20] indi-
cated that the influence of the Reynolds number is less
significant when the velocity ratio is large.

Figure 9 shows the streamwise growth of the jet half-
height for different Re values with a co-flow ratio of 0.1. (e
values of the slopes varied from 0.0781 to 0.0733 with
Re� 20,000–100,000. (e obtained results and the experi-
mental data from Abrahamsson et al. [16] are in good
agreement for Re� 20,000. (e Reynolds number does not
seem to have a significant effect on the spread rates in the
current study. (e decrease in the spread rate tended to
gradually decrease as the Reynolds number increased. A
similar result was also observed by Abrahamsson et al. [16].
Schwarz and Cosart [50] reported that the variation in the
spread rate was not apparent in their study for higher Re
numbers ranging from 13,510 to 41,600. (erefore, there
should exist a threshold, which was found to be 60,000 in the
current study. When the Reynolds number is greater than
this threshold, the dependence of the spread rate on the
Reynolds number can be ignored. When the wall jet ap-
proach is used to simulate the downburst outflow in the
boundary layer wind tunnel, the Reynolds number is usually
greater than this threshold. (e large-scale features of the
simulated outflow were independent of the Reynolds
number.

Few studies have been conducted on the maximum
velocity height (ym). Zhou and Wygnanski [20] reported
that ym exhibits an approximately linear relationship with
the downstream distance, and the Reynolds number has no
significant effect on ym. However, Reynolds-number de-
pendence is observed in the CFD results obtained by Ben
et al. [51] who found that ym decreases linearly with x at a
higher rate for a lower Reynolds number. Figure 10 shows
the longitudinal distributions of ym for different Re
numbers. (e results from the current study are in
agreement with the observations by Zhou and Wygnanski
[20]. (e growth rate of the maximum velocity height
remained constant at dym/dx � 0.0133, whereas in the ex-
periment by Zhou and Wygnanski [20], the value was dym/
dx � 0.0114.

In previous studies [11, 19], the decay of the maximum
velocity is represented by the following equation:

Um

Uj

� Bp1
x − x0

b
 

Np

, (3)

where x0 is the virtual origin of the wall jet. (e virtual origin
is used to make the lines fit to converge the data toUm/Uj � 1
at x� x0 [19]. Velocity decay is well documented for the
plane wall jet; however, the values of the coefficients Bp and
Np are different in different investigations. (e exponents of
the power law are reported to be Np � − 0.47, − 0.56, and
− 0.48 by Wygnanski et al. [19], Schneider and Goldstein
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Uj

Um

 

2

� Bp

x − x0

b
  + 1. (4)

(e effect of the Reynolds number on the decay of the
maximum velocity (Uj/Um)2 is shown in Figure 11. (e
values of Bp decreased with increasing Reynolds number and
varied from 0.081 to 0.072 with Re� 10,000–100,000. (e
variation was approximately 13%. When the Reynolds
number was higher (Re> 20,000), the variation in the co-
efficient Bp was insignificant. For example, the value of Bp
varied from 0.074 to 0.072 with Re� 60,000–100,000. (e
variation was only approximately 2%. (is indicates that the
effect of the Reynolds number is negligible for higher values
(Re> 60,000). (is is in complete agreement with the ob-
servations made by Schwarz and Cosart [50].

3.2.2. Effect of Velocity Ratio. (e effect of the velocity ratio
on the streamwise development of the half-width and
maximum mean velocity for a fixed inlet Reynolds number
was investigated. (e Reynolds number has no significant
effect on the rate of spread and the decay of the maximum
velocity for Re> 60,000, as explained in Section 3.3.1. (us,
the simulations of the plane wall jet with various velocity
ratios were conducted for Re� 60,000. (e effect of the
velocity ratio on the spread rate at half-height is shown in
Figure 12. (e value of Ap was between the measured values
from Zhou andWygnanski [20] andMcIntyre et al. [55], at a
velocity ratio of 0.1. It can be observed that the velocity ratios
have a significant effect on the half-height, which is in
agreement with the findings by Zhou and Wygnanski [20].
(e influence on the half-height, reported in Zhou and
Wygnanski [20], is larger, which may be due to the low
Reynolds number. (e value of Ap decreased as the velocity
ratio increased, and the intercepts from various co-flow
ratios were nearly the same. However, the velocity ratios also
had no significant effect on ym, and dym/dx was still 0.0133,
as shown in Figure 13.

Few studies have reported the values of Bp for different
velocity ratios. To compare the decay of the maximum
velocity downstream, the studies of Wygnanski et al. [19]
and McIntyre et al. [55] were considered. (e effect of the
velocity ratio on the streamwise decay of the maximum
velocity is shown in Figure 14. (e result from the current
study at β� 0.1 is similar to that of Wygnanski et al. [19].
McIntyre et al. [55] reported the coefficient Bp � 0.052, which
is 30% smaller than that in the current study. It was observed
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[52], and Tang et al. [26], respectively. However, Wygnanski 
et al. [19] also suggested that their results fit the power law 
fairly well, with Np � 0.5. Lin [53] found that the arithmetic 
mean values of Np and Bp in previous studies were − 0.52 and 
4.19, respectively. Barenblatt et al. [54] indicated that 
Np � 0.5 is necessary for achieving a completely similar flow. 
In the current study, the power law with Np � 0.5 was used to 
fit the results. (us, equation (4) can be  rewritten as:
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that the values of Bp decreased as the velocity ratio increased,
that is, the decay of the maximum velocity slowed down.

(e values of Ap and Bp obtained from the current data
for different velocity ratios are shown in Figure 15. It can be
observed that the velocity ratio had a significant influence on
the evolution of the plane wall jet. (e values of coefficient
Ap increased linearly with the velocity ratio β, while the
coefficient Bp decreased exponentially with an increase in the
co-flow ratio β.

According to the above analyses, the effect of a high
Reynolds number can be neglected. (us, only the effect of
the velocity ratio needs to be considered when the plane wall
jet method is used to simulate the downburst outflow. (e
spread of the plane wall jet with co-flow can be expressed as
equation (5) and the decay of the maximum velocity with
downstream distance for different velocity ratios can be
expressed as equation (6).

y(1/2)

b
� (− 0.108β + 0.0876) ×

x

b
  + C1, (5)

Uj

Um
 

2

� 0.11 exp− 3.7β x

b
  + 1. (6)

3.3. Jet Spread and Velocity Decay of Impinging Jet

3.3.1. Effect of Jet Reynolds Number. (is section explains
the effects of the Reynolds number on the jet spread and
velocity decay for the wall jet region of the impinging jet.
According to Hjelmfelt [46] summary of JAWS results, the
average downburst diameter is approximately 1.8 km and
the average distance from the cloud base to the ground
surface is 2.7 km. On average, the ratio of the cloud base
height to the downburst diameter is approximately 1.5.(us,
a widely used distance of H� 2D from the jet nozzle to the
bottom wall [56] was adopted in the current study.

For a fixed nozzle height above the plate board, H� 2D,
the variation in the half-height with r positions for different
Reynolds numbers is shown in Figure 16. It can be observed
that the Reynolds number has no significant effect on the
half-height, which can be considered independent of the
Reynolds number. Sengupta and Sarkar [35] and Li et al. [56]
proposed empirical expressions for the distribution of half-
height based on experimental and CFD data, respectively.
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(e current CFD results are very similar to the empirical
curve obtained by Sengupta and Sarkar as well as the hot-
wire data from Copper et al. [13] in the region of r< 3.5D.
(e empirical curve obtained by Li et al. [56] and the ex-
perimental data reported by Knowles and Myszko [14]
exhibit larger values than those in this study. By fitting with
the CFD results, the spread of the jet flow can be expressed as

y(1/2)

D
� − 0.1771 + 0.1252

r

D
+ 0.9418 exp − 1.532

r

D
 .

(7)

Because of the high convective heat transfer from the
wall near the stagnation point, most of the studies on radial
wall jets are limited to the stagnation region. (e wall jet
region of the impinging jet has been less emphasized. Xu and
Hangan [45] suggested that the impingement region ex-
tended from the free jet axis to the location of r/D� 1.4.
Tummers et al. [57] reported that the minimum value of
half-height for an impinging jet is located at r/D� 1.5.
Cooper et al. [13] indicated that the radial wall jet grows
linearly with distance r> 2D, and the nozzle height has little
effect on the slope of the jet growth. (e results from
Knowles and Myszko [14] exhibited a linear growth for
r> 2.5D. Figure 17 shows the plot of the half-height with r
for different Reynolds numbers and r> 1.8D. (e slope
obtained from the current study was 0.098, which is equal to
the value reported by van Hout et al. [12].

(e effect of the velocity ratio on the radial evolution of
the maximum velocity decay, together with the available
experimental results, is presented in Figure 18. (e
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numbers.

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

y 1
/2

 /D

3 4 5 62
r/D

Re = 150,000
Re = 200,000
Re = 250,000

Re = 25,000
Re = 50,000
Re = 100,000
Best fit of current study , Ar = 0.098
Knowles & Myszko (1998) H/D = 2, Re = 90,000

Cooper et al. (1993) H/D = 2, Re = 23,000

van Hout et al. (1998) H/D = 4.75

Ar = 0.091

Ar = 0.073

Ar = 0.098

Figure 17: Variation of the growth rates for different Reynolds
numbers.

0

0.2

0.4

0.6

0.8

1

1.2

U
m

 /U
j

1 2 3 4 50
r/D

Re = 150,000
Re = 200,000
Re = 250,000
Sengupta & Sarkar (2008)

Re = 25,000
Re = 50,000
Re = 100,000
Equation (9)
Xu & Hangan (2008) H/D = 2, Re = 190,000
Xu & Hangan (2008) H/D = 2, Re = 43,000
Knowles & Myszko (1998) H/D = 2, Re = 90,000

Figure 18: Decay of maximum mean radial velocity for different
Reynolds numbers.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Analysis on Plane and Radial Wall Jets... S. Satpathy et al.291



measured results from different studies do not agree well
with each other. It can be observed that the values of Um/Uj
for different Reynolds numbers in the same radial position
are the same. (e maximum mean velocity scaled with the
slot quantities is independent of the Reynolds number. (is
is in agreement with the observations made by Xu and
Hangan [45]. Sengupta and Sarkar [35] proposed an em-
pirical expression as follows:

Um

Uj

� exp a −
b

r/D
− c ln

r

D
  , (8)

where a� 1.905, b� 1.858, and c� 1.949. However, to fit with
the CFD results of the current simulation, the values of a, b,
and c should be adjusted to 2.617, 2.637, and 2.27, respec-
tively. For 1< r/D< 2, the current results agree well with
those of Knowles and Myszko [14] for Re� 90,000. For r/
D> 2, a good agreement can be observed between the
current data and the results obtained by Xu and Hangan [45]
for Re� 43,000. (e maximum radial velocity (Um) was
almost equal to the jet velocity at the radial station for r/
D� 1.1. (is is in agreement with the findings by Tummers
et al. [57].

3.3.2. Effect of Nozzle Height. To examine the effect of the
nozzle height above the plate board on the evolution of the
radial wall jet, the radial distributions of r location of the
half-height for different nozzle height-to-plate distance ra-
tios (H/D) are presented in Figure 19.

(e impingement region gradually decreased with an
increase in nozzle height H. In general, the half-height value
increases with the increase in nozzle height H, which is in
good agreement with the results obtained by Knowles and
Myszko [14] and Cooper et al. [13]. (e current results are
similar to those of Copper et al. [13] in the impingement
region and are in good agreement with the data obtained by
Knowles and Myszko [14] in the radial wall jet region.
However, when the outflow height H/D< 2 or 3 < H/D< 5,
the half-height did not change significantly. (erefore, for
the range in which these nozzle heights are located, the
outflow height has little effect on the half-height value.

(e effect of the nozzle height on the radial evolution of
the maximum velocity is shown in Figure 20. It can be
observed that with an increase in the nozzle height, the closer
the radial position of the maximum wind speed to the
stagnation point, the lower the maximum wind speed.
Compared with existing literature data, the current simu-
lation results are similar to the data reported by Knowles and
Myszko [14] in the impingement region, and they agree well
with the results obtained by Cooper et al. [13] for r> 1.5D.
(e influence of the nozzle height on the maximum velocity
decay also exhibited step characteristics, similar to the in-
fluence on the half-height.

Based on the data collected during the JAWS project,
Hjelmfelt [46] found that the average ratio of the downburst
outflow height to diameter is approximately 1.5. It can be
observed from the above results that the nozzle height has no
significant effect on the jet spread and velocity decay of the
radial wall jet near this average ratio. (erefore, when the
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4. Validation of the 2D Assumption for the
Downburst Outflow

(e outflow of the stationary ideal downburst radially spreads
outward from the stationary point. When the radial wall jet
and plane wall jet are used to simulate the outflow of the
downburst, although similar wind profiles can be generated, it
can be seen from the above studies that there are differences
between the jet spreads and velocity decays. In comparison,
radial wall jets have faster decay rates. To evaluate the ac-
curacy of approximating a 3D downburst outflow with a 2D
wall jet, the configuration of the transmission tower and
downburst, as presented in Figure 21, was examined. A single-
span transmission tower-line system with a span length of S
was used for the analysis. (e distance rA and angle θ were
used to define the location of the center of the tower relative to
the stagnation of the downburst.

(e differences between the half-heights and maximum
velocities of locations A and B are defined as Δy1/2 and ΔUm,
respectively. (e deviation of the half-height differences of
the downburst outflow obtained using the two methods is

c1 � Δy(1/2)_radial − Δy(1/2)_plane, (9)

and the deviation of the maximum velocity differences of the
downburst outflow obtained using the two methods is

c2 � ΔUm_radial − ΔUm_plane. (10)

A downburst case was assumed with D� 1000m and
Uj � 80m/s to investigate the difference between the im-
pinging jet and plane wall jet. Tower A is located at a
distance of 1.8D from the stagnation point. Using simple
trigonometry, the radial distance of tower B, which is the
location of the stagnation point of the downburst relative to
the center of the tower, can be evaluated. When the plane
wall jet method is used, xa is equal to ra. Using simple
trigonometry, the value of xb can be calculated. In addition,
the height of the jet nozzle (b) can be estimated according
to the height of the maximum wind velocity (ym) and the
diameter of the downburst (D). (e detailed algorithm is
provided in Appendix B. (erefore, the length scale de-
viations between the radial and plane wall jet methods can
be evaluated using equations (5), (7), and (9). (e velocity
scale deviations can be evaluated using equations (6), (8),
and (10). For various combinations of angles (θ) and span
lengths (S), the ratios of the length scale deviations to the
half-height at location A for the radial wall jet are listed in
Table 4, and the ratios of the velocity scale deviations to the
maximum velocity at location A for the radial wall jet are
listed in Table 5.

Assuming a ratio of less than 5% as an acceptable value,
all the values in Table 4 and the upper left (unshaded) values
in Table 5 indicate that the two-dimensional (2D) as-
sumption is valid for wide structures. For example, for a
200m transmission tower-line system, there are no clear

differences between the length and velocity scales of the
radial and plane wall jets. (e simplified 2D approach ap-
pears to be effective for simulating downbursts. Using the
plane wall jet method, a large-scale wind tunnel test can be
performed based on the traditional atmospheric boundary
layer wind tunnel.

AB

θ

Djet

Stagnation
point 

Downburst
front

Plane wall jet

Radial wall jet

S

m=rB-xB

xB

x
A

rB

rA

Figure 21: Horizontal projection of transmission tower and
downburst.

Table 4: c1 as a percentage of half-height of radial wall jet at lo-
cation A.

S (m)
θ 100 200 300 400 500
0° 0.0 0.2 0.5 0.8 1.3
15° 0.5 0.8 1.0 1.0 0.7
30° 1.0 1.7 2.1 2.2 2.1
45° 1.4 2.3 2.9 3.1 3.0
60° 1.7 2.8 3.5 3.7 3.6
75° 1.8 3.1 3.8 4.1 3.9
90° 1.9 3.2 3.9 4.2 4.0

Table 5: c2 as a percentage of the maximum velocity for the radial
wall jet at location A.

S (m)
θ 100 200 300 400 500
0° 0.1 0.5 1.1 2.0 3.0
15° 0.8 1.9 3.1 4.5 6.1
30° 1.4 3.1 4.9 6.8 8.7
45° 2.0 4.1 6.3 8.5 10.8
60° 2.4 4.8 7.3 9.8 12.2
75° 2.6 5.3 8.0 10.5 13.0
90° 2.7 5.5 8.2 10.8 13.3

radial wall jet method is used to study the downburst, the 
influence o f t he o utflow he ight ca n be  ig nored. (e  most 
widely used nozzle height is 2D [35, 56].
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5. Conclusions

In the present study, turbulent radial and plane wall jets were
simulated numerically using RSM. (e numerical results
were compared with previous experimental measurements
in the literature, and the effects of different parameters on
the length and velocity scales were systematically evaluated.
Based on the CFD results, it is valid to approximate a
downburst outflow with a 2D assumption for a transmission
line under specific conditions. (e main findings of this
study are summarized as follows:

(1) (e computed results show that the Reynolds stress
model accurately predicts the behaviors of radial and
plane wall jets. (e predictions from the current
simulation agree well with the experimental data
available in the literature. Compared with the
existing experimental results, the maximum differ-
ence was approximately 12%. Both radial and plane
wall jet methods can effectively simulate the char-
acteristics of the mean velocity profile of the
downburst outflow.

(2) (e decay of the maximum velocity and rate of jet
spread for the radial wall jet are independent of the
Reynolds number for a fixed nozzle height. (e
nozzle height has a clear effect on the evolution of the
radial wall jet. However, when the value of H/D is
approximately less than 2, which includes the av-
erage ratio of cloud base height to the diameter of
most downbursts, the influence of the nozzle can be
ignored.

(3) (e decay of the maximum velocity and the half-
height of the plane wall jet are dependent on the
Reynolds number below a critical value,
Recr � 60,000. Above Recr, the flow becomes as-
ymptotically independent of the Reynolds number.
(e influence of the Reynolds number can thus be
neglected when the plane wall jet is used to simulate
the downburst outflow for Re>Recr. To improve the
usability of the plane wall jet approach, the shape
functions of scale parameters were proposed.

(4) Co-flow has a significant influence on the plane wall
jet. With an increase in the velocity ratio, the jet
spread and decay of the maximum velocity gradually

slow down. When the velocity ratio increases from
0.1 to 0.35, the value of BP decreases by 52.7%.

(5) Within the span length of a conventional transmission
tower-line system, the discrepancy between the
downburst outflows simulated using the plane and
radial wall jet approaches in the longitudinal direction
can be neglected. It is valid to approximate the
downburst outflow with a 2D assumption from the
perspective of the longitudinal evolution of the flows.
In large-scale facilities, the profile can be optimized by
controlling the initial flow field conditions, and the
plane wall jet method can produce a flow field several
times larger than that of the radial wall jet method.

Appendix

A. The SIMPLEC algorithm

(e SIMPLEC algorithm uses the relationship between the
velocity and pressure corrections to enforce mass conser-
vation and obtain the pressure field.

To provide a brief review of the SIMPLEC method, the
staggered grid shown in Figure 22 is used. (e discretized u-
momentum equation can be written as follows:

aeue �   anbunb + be + Ae pP − pE( , (A.1)

where p is the pressure, Ae is the area of the face of the
P-control volume at e, and ae is the coefficient of the finite-
volume equations. A pressure field p∗ is assumed to initiate
the SIMPLE calculation process. (e u∗ velocity is obtained
by solving the u-momentum equations and satisfy the fol-
lowing equation:

aeu
∗
e �   anbu

∗
nb + be + Ae p

∗
P − p
∗
E( . (A.2)

However, the u∗ velocities from equation (A.2) in
general do not satisfy the continuity condition. To correct
the u∗ field, the estimated pressure is corrected by con-
sidering p′� p − p∗. Subtracting equation (A2) from
equation (A1) gives

aeue
′ �   anbunb

′ + Ae pP
′ − pE
′( , (A.3)

where p′ and u′ are the pressure and velocity corrections, re-
spectively.(e correct pressure p and velocityu can bewritten as

W

S

N

E

s

P e

n

w

vn

vs

ueuw

(a)

S

N

EP
ueuw

(b)

W

S

N

E
P

vn

vs
ew

(c)

Figure 22: Control volume used to illustrate discretization of a scalar transport equation: (a) p-control volume, (b) ue- control
volume, (c) vs-control volume.
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u � u
∗

+ u′,
p � p

∗
+ p′.

(A.4)

Subsequently, the u-velocity correction equation of
SIMPLEC is given by

ue � de pP
′ − pE
′( , (A.5)

where

de �
Ae

ae −  anb

. (A.6)

For the control volume shown in Figure 22, the conti-
nuity equation satisfies

(ρuA)w∗ − (ρuA)e +(ρvA)s − (ρuA)n � 0. (A.7)

Substituting the correct u into the continuity equation
gives the following result:

aPpP
′ � aEpE

′ + aWpW
′ + aNpN

′ + aSpS
′ + b, (A.8)

where

aE � (ρA d)e aW � (ρA d)w,

aN � (ρA d)n aS � (ρA d)s,

aP � aE + aW + aN + aS,

b � ρu
∗

A( w − ρu
∗
A( e + ρv

∗
A( s − ρu

∗
A( n.

(A.9)

(e pressure correction p’ can be obtained using
equation (A8). Subsequently, the correct velocity field can be
obtained.

B. Evaluation of Effective Downdraft
Diameter for the Plane Wall Jet

Previous studies have shown that the maximum mean ve-
locity occurs at a height of less than 0.05D [28, 45, 58]. For
the radial wall jet, the value of ym obtained from the current
RSM results at a distance of 1.5D from the stagnation point
(x� 1.5D) is 0.03D. (e influences of Reynolds numbers on
the maximum velocity and location are negligible when
Re> 60,000. An effective plane wall jet downdraft diameter
can be determined based on the height of the maximum
velocity, as expressed in equation (B1):

Dequ �
ym

0.03

�
(0.0133x + 0.131b)

0.03
.

(B.1)

For example, the nozzle height of the plane wall jet is
0.03m in the current simulation; thus, the effective plane
wall jet downdraft diameter is evaluated as 0.53m at the
downstream distance of x� 30b.

Data Availability

(e data used to support the findings of this study are in-
cluded within the article.

References

[1] B. E. Launder and W. Rodi, “(e turbulent wall jet mea-
surements and modeling,” Annual Review of Fluid Mechanics,
vol. 15, no. 1, pp. 429–459, 1983.

[2] S. A. Bagherzadeh, E. Jalali, M. M. Sarafraz et al., “Effects of
magnetic field on micro cross jet injection of dispersed
nanoparticles in a microchannel,” International Journal of
Numerical Methods for Heat and Fluid Flow, vol. 30, no. 5,
pp. 2683–2704, 2019.

[3] E. Jalali, O. A. Akbari, M. M. Sarafraz, T. Abbas, and
M. R. Safaei, “Heat transfer of oil/MWCNT nanofluid jet
injection inside a rectangular microchannel,” Symmetry,
vol. 11, no. 6, p. 757, 2019.

[4] E. Savory, G. A. R. Parke, M. Zeinoddini, N. Toy, and
P. Disney, “Modelling of tornado and microburst-induced
wind loading and failure of a lattice transmission tower,”
Engineering Structures, vol. 23, no. 4, pp. 365–375, 2001.

[5] A. Y. Shehata, A. A. E. Damatty, and E. Savory, “Finite ele-
ment modeling of transmission line under downburst wind
loading,” Finite Elements in Analysis and Design, vol. 42, no. 1,
pp. 71–89, 2005.

[6] P. Bradshaw, “(e normal impingement of a circular air jet on
a flat surface,” Wear, vol. 5, no. 1, 1962.

[7] G. S. Wood, K. C. S. Kwok, N. A. Motteram, and
D. F. Fletcher, “Physical and numerical modelling of thun-
derstorm downbursts,” Journal of Wind Engineering and
Industrial Aerodynamics, vol. 89, no. 6, pp. 535–552, 2001.

[8] W. E. Lin and E. Savory, “Large-scale quasi-steady modelling
of a downburst outflow using a slot jet,”Wind and Structures,
vol. 9, no. 6, pp. 419–440, 2006.

[9] W. E. Lin and E. Savory, “Physical modelling of a downdraft
outflow with a slot jet,”Wind and Structures An International
Journal, vol. 13, no. 5, pp. 385–412, 2010.

[10] B. E. Launder and W. Rodi, “(e turbulent wall jet,” Progress
in Aerospace Sciences, vol. 19, pp. 81–128, 1981.

[11] I. Z. Naqavi, J. C. Tyacke, and P. G. Tucker, “Direct numerical
simulation of a wall jet: flow physics,” Journal of Fluid Me-
chanics, vol. 852, pp. 507–542, 2018.

[12] R. van Hout, V. Rinsky, and Y. G. Grobman, “Experimental
study of a round jet impinging on a flat surface: flow field and
vortex characteristics in the wall jet,” International Journal of
Heat and Fluid Flow, vol. 70, pp. 41–58, 2018.

[13] D. Cooper, D. C. Jackson, B. E. Launder, and G. X. Liao,
“Impinging jet studies for turbulence model assessment-I.
Flow-field experiments,” International Journal of Heat and
Mass Transfer, vol. 36, no. 10, pp. 2675–2684, 1993.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Analysis on Plane and Radial Wall Jets... S. Satpathy et al.295



[14] K. Knowles and M. Myszko, “Turbulence measurements in
radial wall-jets,” Experimental Eermal and Fluid Science,
vol. 17, no. 1–2, pp. 71–78, 1998.

[15] S. Yao, Y. Guo, N. Jiang, and J. Liu, “An experimental study of
a turbulent jet impinging on a flat surface,” International
Journal of Heat and Mass Transfer, vol. 83, pp. 820–832, 2015.

[16] H. Abrahamsson, B. Johansson, and L. Lofdahl, “A turbulent
plane 2-dimensional wall-jet in A quiescent surrounding,”
European Journal of Mechanics - B: Fluids, vol. 13, no. 5,
pp. 533–556, 1994.

[17] J. G. Eriksson, R. I. Karlsson, and J. Persson, “An experimental
study of a two-dimensional plane turbulent wall jet,” Ex-
periments in Fluids, vol. 25, no. 1, pp. 50–60, 1998.

[18] N. Rostamy, D. J. Bergstrom, D. Sumner, and J. D. Bugg, “(e
effect of surface roughness on the turbulence structure of a
plane wall jet,” Physics of Fluids, vol. 23, no. 8, Article ID
085103, 2011.

[19] I. Wygnanski, Y. Katz, and E. Horev, “On the applicability of
various scaling laws to the turbulent wall jet,” Journal of Fluid
Mechanics, vol. 234, no. 1, pp. 669–690, 1992.

[20] M. D. Zhou and I. Wygnanski, “Parameters governing the
turbulent wall jet in an external stream,” AIAA Journal,
vol. 31, no. 5, pp. 848–853, 1993.

[21] T. Tanaka and E. Tanaka, “Experimental studies of a radial
turbulent jet : 2nd report, wall jet on a flat smooth plate,”
Bulletin of Jsme, vol. 20, no. 140, pp. 209–215, 1977.

[22] R. Banyassady and U. Piomelli, “Interaction of inner and
outer layers in plane and radial wall jets,” Journal of Tur-
bulence, vol. 16, no. 5, pp. 460–483, 2015.

[23] T. Guo, M. J. Rau, P. P. Vlachos, and S. V. Garimella, “Axi-
symmetric wall jet development in confined jet impingement,”
Physics of Fluids, vol. 29, no. 2, Article ID 025102, 2017.

[24] P. Fillingham and I. V. Novosselov, “Wall jet similarity of
impinging planar underexpanded jets,” International Journal
of Heat and Fluid Flow, vol. 81, Article ID 108516, 2020.

[25] S. Pieris, X. Zhang, S. Yarusevych, and S. D. Peterson, “Vortex
dynamics in a normally impinging planar jet,” Experiments in
Fluids, vol. 60, no. 5, 2019.

[26] Z. Tang, N. Rostamy, D. J. Bergstrom, J. D. Bugg, and
D. Sumner, “Incomplete similarity of a plane turbulent wall jet
on smooth and transitionally rough surfaces,” Journal of
Turbulence, vol. 16, no. 11, pp. 1076–1090, 2015.

[27] M. Khashehchi and Z. Harun, “Accuracy of tomographic
particle image velocimetry data on a turbulent round jet,”
International Journal of Heat and Fluid Flow, vol. 77,
pp. 61–72, 2019.

[28] M. T. Chay and C. W. Letchford, “Pressure distributions on a
cube in a simulated thunderstorm downburst-Part A: sta-
tionary downburst observations,” Journal of Wind Engi-
neering and Industrial Aerodynamics, vol. 90, no. 7,
pp. 711–732, 2002.

[29] C. Junayed, C. Jubayer, D. Parvu, D. Romanic, and
H. Hangan, “Flow field dynamics of large-scale experimen-
tally produced downburst flows,” Journal of Wind Engineering
and Industrial Aerodynamics, vol. 188, pp. 61–79, 2019.

[30] A. C. McConville, M. Sterling, and C. J. Baker, “(e physical
simulation of thunderstorm downbursts using an impinging
jet,” Wind and Structures An International Journal, vol. 12,
no. 2, pp. 133–149, 2009.

[31] A. Dejoan and M. A. Leschziner, “Large eddy simulation of a
plane turbulent wall jet,” Physics of Fluids, vol. 17, no. 2,
Article ID 025102, 2005.

[32] W. E. Lin, E. Savory, R. P. McIntyre, C. S. Vandelaar, and
J. P. C. King, “(e response of an overhead electrical power

transmission line to two types of wind forcing,” Journal of
Wind Engineering and Industrial Aerodynamics, vol. 100,
no. 1, pp. 58–69, 2012.

[33] W. E. Lin, L. G. Orf, E. Savory, and C. Novacco, “Proposed
large-scale modelling of the transient features of a downburst
outflow,” Wind and Structures, vol. 10, no. 4, pp. 315–346,
2007.

[34] Z. Yan, Y. Zhong, X. Cheng, R. P. McIntyre, and E. Savory, “A
numerical study of a confined turbulent wall jet with an
external stream,” Wind and Structures, vol. 27, no. 2,
pp. 101–109, 2018.

[35] A. Sengupta and P. P. Sarkar, “Experimental measurement
and numerical simulation of an impinging jet with application
to thunderstorm microburst winds,” Journal of Wind Engi-
neering and Industrial Aerodynamics, vol. 96, no. 3,
pp. 345–365, 2008.

[36] D. C. Wilcox, Turbulence Modeling for CFD, Dcw Industries,
Incorporated, CA, USA, Second edition, 1998.

[37] D. C. Wilcox, Turbulence Modeling for CFD, Dcw Industries,
CA, USA, (ird edition, 2006.

[38] H. Versteeg and W. Malalasekera, An Introduction to Com-
putational Fluid Dynamics, Prentice-Hall, NJ, USA, 2007.

[39] M. Safaei, M. Goodarzi, and M. Mohammadi, “Numerical
modeling of turbulence mixed convection heat transfer in air
filled enclosures by finite volume method,” Ee International
Journal of Multiphysics, vol. 5, no. 4, pp. 307–324, 2011.

[40] J. P. Van Doormaal and G. D. Raithby, “Enhancements OF the
simple method for PREDICTING incompressible fluid flows,”
Numerical Heat Transfer, vol. 7, no. 2, pp. 147–163, 1984.

[41] Z. Yan, Y. Zhong, W. E. Lin, E. Savory, and Y. You, “Eval-
uation of RANS and LES turbulence models for simulating a
steady 2-D plane wall jet,” Engineering Computations, vol. 35,
no. 1, pp. 211–234, 2018.

[42] W. K. George, H. Abrahamsson, J. Eriksson, R. I. Karlsson,
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1. Introduction

Sudden failure because of low resistance to shear is some-
thing required to be avoided. *us, one of the priorities of
researchers is to find an appropriate strengthening technique
that can be employed to enhance RC beams when they are
deficiently reinforced in shear, when they fall under higher
loads, or when the shear capacity of beam is below the
flexural capacity due to flexural strengthening for example.
Employment of composite materials in strengthening/ret-
rofitting concrete elements is one of these techniques. Ex-
ternally bonded (EB) Carbon Fiber Reinforced Polymer
(CFRP) is one of the earlier systems used in strengthening
concrete elements in the case of using composite materials
[1–7]. However, recently, using near surface mounted
(NSM) with CFRP becomes one of the most investigated
techniques in flexural [8–14] and shear strengthening
[15–21] (see Figure 1) because of its advantages over ex-
ternally bonded EB-CFRP reinforcement [18, 22]:

(1) *e previous experimental studies have demon-
strated that the NSM strengthening technique can
provide higher strengthening effectiveness compared
to EBR due to higher bonded area-to-cross-sectional
area of the CFRP element ratio. For this reason, the
NSM technique is less prone to debonding failure.

(2) *e amount of site installation work needed in the
case of the NSM technique is less than that required
in EBR technique.

(3) In the case of intending of use prestressed CFRP
reinforcements, NSM bars can easily be used.

(4) *e NSM strengthening technique reduces the
probability of harm resulting from accidental im-
pact, mechanical damage, vandalism, and fire be-
cause the NSM bars are protected by the concrete
cover.

(5) *e appearance of structural member is uninflu-
enced with using the NSM strengthening technique.
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*ere is a growing body of literature that recognizes the
importance of using the NSM strengthening technique
because of the above listed advantages. Several review studies
had been found in the literature [18,23–25]. However, to the
best of the authors’ knowledge, there is no one that has
reviewed the research of shear contribution of NSM CFRP
strengthening technique. *is paper focuses on research
studies that investigated the shear strengthening of RC
beams with CFRP NSM technique. In addition, some aspects
regarding the bond strength and the factors affecting the
bond performance are also discussed. Finally, the design
rules for prediction of the CFRP contribution of the NSM
shear strengthening systems are evaluated.

2. NSM Strengthening Technique

In order to install the CFRP laminates using NSM system,
grooves with a desired depth, width, inclination, and spacing
were opened on the concrete cover by using saw-cutting
[16, 26–28] or diamond cutter [29]. *ese grooves were then
cleaned by compressed air [16, 26–29] and compressed water in
some cases [30]. *en, the grooves were filled with the adhesive
material. Finally, the CFRP laminates were inserted into the slits
of the beam, and the excess adhesive material was removed.

2.1. FRP Reinforcement. FRP bars can be produced in a
variety of shapes. Two different cross-sectional shapes were
used in the previous research studies that conducted the
strengthening of RC beam in shear, which are round bars
and thin narrow strips (simply referred as “strips” hereafter).
*e selection of the cross-sectional shape depends on many
factors such as the depth of the concrete cover, the cost of a
particular type of bar, and the availability of this type. For
instance, strips need a thicker concrete cover for a specific
cross-sectional area, but they have better performance
compared with round bars of equivalent cross-sectional area

due to maximizing bond surface and hence reduce the risk of
debonding failures in beams strengthened with NSM FRP
strips [11].

*e surface texture of FRP bars reinforcement was also
varied to improve bond properties. In some cases, these bars
were coated with epoxy paste and then sprinkled with 0.2/
0.3mm of surface sanding materials [31]. In other cases, the
surface of the round bars was spirally wounded with a fiber
tow and coated with sand [26].

2.2. Groove Geometry. It mainly depends on the FRP cross
section and bars surface treatment. *e choice of groove
dimensions can influence the bond performance, and hence,
it can cause premature debonding failure. *e rectangular,
square, or round bars are commonly used.

*e square and rectangular bars have several merits over
round bars, such that they provide a uniform adhesive
thickness in their vertical and parallel sides. Moreover, the
ratio of surface to cross section area of square and rectan-
gular bars is higher than that of round bars. *is can
minimize the bond stresses for the same tensile force in the
FRP, which may split the groove filling cover. Another
advantage of using rectangular bars is related to the sim-
plicity of opening the grooves. *e main disadvantage of
rectangular bars is the need for a deeper groove to provide
the same reinforcement area [18, 32].

Several studies [33–36] showed that FRP rectangular
bars, which have a large height-to-thickness ratio, are su-
perior to NSM FRP bars of other shapes. *is is due to a
larger embedment depth and a higher perimeter/cross-
sectional area ratio than those FRP bars of other shapes,
which consequently leads to a higher utilization capacity of
FRP. *e deeper FRP in the web provided higher shear
strengthening, and the inclined FRP gave a more ductile
behavior after peak load for the beams that were shear
strengthened with NSM [37–39].

A

A

A

A

Section A-A

Location of
NSM FRP grooves

Section A-A

Location of
NSM FRP grooves

FRP bar

FRP bar

Longitudinal NSM FRP 

45° inclined NSM FRP90° NSM FRP

Shear strengthening

Flexural strengthening

Figure 1: NSM FRP strengthening of beams in flexure and shear.
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performed with test region (face where the FRP is applied)
downwards, being more difficult to observe the development
of the failure mechanism).

In this section, the locations of main failure modes that
occurred in bond between NSM FRP-concrete substrate are
summarized, as follows (see Figure 2).

3.1. Failure in FRPMaterial (FRPRupture). It is simpler than
other failure modes to recognize, and it occurs in NSM
specimens with adequate bond length [32, 45, 64].

3.2. Failure at Interface FRP/Adhesive. *is failure occurred
when a clean FRP bar/strip without adhesive attached de-
tached from adhesive layer. In fact, mechanical interlock
between FRP and the surrounding adhesive, in addition to
chemical adhesion and friction between FRP and adhesive, is
responsible to have an efficient bond. *is kind of failure is
observed in NSM specimens with inadequate bonded length
or bad FRP surface cleaning, and some cases may occur as a
result of low tensile strength of the used adhesive
[25, 32, 65–67].

3.3. Cohesive Failure. *is kind of failure occurs mainly as a
result of the normal stresses developing together with
longitudinal stresses during the test. When the normal stress
reaches adhesive tensile strength, the cohesive failure then
happens. *e low tensile strength of adhesive material and
the small NSM groove depth are of the common reasons that
cause this failure [25, 40, 67, 68].

3.4. Failure at Interface Adhesive/Concrete. *e failure be-
tween adhesive and concrete substrate is similar to that
occurring between FRP bar and adhesive, and the reason of
this failure may also be caused by the low tensile strength of
adhesive material and inadequate bonded lengths
[40, 41, 45, 50, 64, 69, 70].

3.5. Concrete Fracture. *e failure in concrete substrate is
mainly caused by the low strength of concrete, so the failure
is shifted to the weakest material in joints.*is type of failure
is commonly observed when adequate bonded lengths and
the grooves geometry are well designed [32, 58, 64].

In addition, when NSM FRP strengthening technique
used in flexure a side-groove may be the choice to improve
the bond strength, in this case, the system can be called (side
NSM) SNSM FRP strengthening technique. Several studies
showed that the SNSM FRP technique can prove the same
contribution when compared to the one used in the bottom
of beams [71]. It also showed that SNSM can overcome the
issue of concrete fracture since a wider area of concrete can
prevent such king of failure.

It seems that the bond between NSM FRP reinforcement
and concrete substrate is well covered. However, as an ac-
curate method is needed to define and describe the failure
modes observed, in addition, the prediction of pull-out
strength of NSM FRP strips/rods, which are bonded to

2.3. Groove Filler. *e r ole o f g roove fi ller ad hesive is  to 
transfer the stresses between the FRP reinforcem ent and 
concrete. Two types of adhesive can be epoxy or cement 
based. *e most r elevant mechanical p roperties o f groove 
filler are tensile and shear strengths. *e tensile strength is 
especially im portant in case of round bars, which induce 
high circumferential tensile stresses in the epoxy [40]. *e 
shear strength is especially im portant when the bond is 
controlled by cohesive shear failure of the epoxy. *e cement 
based adhesive has some advantages vs. epoxy as follows: it is 
cheaper, presents reduced hazard to workers and environ-
ment, allows bonding to wet surfaces, has a better behavior at 
elevated temperatures, and is compatible with the concrete 
substrate. *e main disadvantage is the low tensile strength 
compared to epoxy, and during hardening of the mortar, 
adequate wetting should be assured. Bond and flexural tests 
identified some limitations of cement mortar as grove filler 
[41]. *e p erform ance o f t he s pecim ens w ith epoxy-filled 
grooves was alm ost sim ilar and provided higher pull-out 
loads compared to the specimens with cement mortar ad-
hesives [42]. *e cementitious matrix with NSM strength-
ening system has generally im proved the deformational 
characteristics of the strengthened specimens [39]. *e NSM 
CFRP bar repair resulted in only a slight increase in stiffness 
and a slight decrease in strength due to the debonding of the 
vertical FRP in the web at the epoxy/mortar interface [43].

3. Bond Behavior

A key issue of the structural perform ance of the NSM 
technique is the bond behavior as for the EBR one, since the 
debonding of the FRP reinforcement can be a very common 
failure mode. Failure modes of the beams strengthened by 
the NSM technique were not brittle as those observed in the 
beams strengthened by the EBR technique [29].

Direct pull-out tests (DPT) including single or double-
lap shear tests and beam pull-out tests (BPT) are commonly 
used to investigate the bond between NSM CFRP and 
concrete [18], which are described in more details elsewhere 
[24]. *e above test methods have been used to investigate a 
wide range of param eters affecting t he b ond mechanism 
including: FRP fiber t ype a nd e xternal surface 
[32, 33, 44–50], FRP axial stiffness [44, 47–53], FRP cross 
section geometry [32, 33, 46, 49, 51, 54–58], groove surface 
[44, 47, 59, 60], groove’s geometry [48, 50, 51, 54, 58, 61, 62], 
concrete strength [33, 45, 46, 50, 52], and adhesive material 
type and bonded length [32, 45, 46, 52, 53, 57, 63].

Different types of failure have been recorded in pull-out 
tests. However, in some cases, the authors of experimental 
works analysis tend to report more than one failure mode for 
the same specimen. Either this was a combination of several 
failure mechanisms or two failures may occur in sequence. It 
is thought by others [18] that any specimen should have one 
governing failure model and reporting more than one failure 
m ode for a specific s pecim en m ay b e c aused b y: ( a) the 
occurrence of a sudden failure during the tests, hiding the 
possibility of observing the real failure mode, (b) in the case 
of BPT specimens, the test configuration itself could lead to 
erroneous identification o f f ailure m odes ( the B PT are
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concrete block, was investigated using fuzzy logic approach
[72]. *e results of the proposed model showed good ac-
curacy against the experimental data and outperform the
published models. For this reason, this kind of approach can
also be utilized to propose methods of determining con-
tribution of NSM FRP technique in flexure or shear as will be
discussed later [72, 73].

4. Factors Affecting NSM Strengthening

*e reported research studies that carried out the behavior of
NSM CFRP strengthened RC beams in shear have investi-
gated many parameters that can change the contribution of
the NSMCFRP strengthening system in different levels. In the
following sections, these parameters are listed and discussed.

4.1. Concrete Strength. *e compressive strength of concrete
was investigated in [16, 29, 74, 75] in three different series of
experimental tests. *e values of compressive strength were
18.6, 39.7, and 59.4MPa at the age of beam tests. In each
compressive strength of concrete, different NSM CFRP
laminate inclinations (45°, 60°, and 90°), levels of CFRP
percentage (0.06%, 0.09%–0.1%, and 0.13%–0.16%) and
levels of steel stirrups percentage (0.1%, 0.16%, and 0.17%)
were investigated. *e experimental results demonstrated
that the higher the concrete compressive strength, the higher
the NSM CFRP effectiveness. *is is related to the fact that
the effective bond length is decreased with the higher
concrete strength due to the decreasing of the fracture failure
of concrete in the groove surface for the RC beams made by
higher concrete strength class. Because of that, the contri-
bution of the NSM CFRP laminates for shear resistance of
beams is increased with the higher tensile strength of the
concrete. It was also found that the NSM CFRP technique is
still effective in beams produced by the lowest structural
compressive strength of concrete.

4.2. Existing Steel Stirrups. *e ratio of the presence tension
steel reinforcement was found to be very effective when
NSM FRP strengthening technique was applied in flexure

[76–78]. In a similar way, the presence of steel stirrups has
also a clear effect on the contribution of NSM FRP
strengthening technique when it is used in shear. Several
studies have tried to investigate the effectiveness of NSM
FRP strengthening technique with different percentages of
steel shear reinforcements [29, 30, 74, 75, 79–81]. Lorenzis
and Nanni [79] tested series of RC beams with absence and
with steel stirrups. It is not possible to make a comparison
between the tested beams because of the differences in the
percentage of CFRP applied for the beams. However, it is
only possible to conclude that the contribution of the NSM
CFRP strengthening technique is still significant in the
presence of steel stirrups. Another set of experimental
studies [29, 74, 75, 80] revealed that the effectiveness of NSM
CFRP rods is more pronounced in the beams with the lower
internal steel stirrups ratio. *is conclusion was made by
investigating different percentages of steel stirrups (0.1,
0.16–0.17). In contrast, Mofidi et al. [30] claimed that the
internal steel stirrups and strengthening NSM CFRP did not
diminish each other’s influence. Furthermore, a database of
more than 69 RC beams strengthened with NSM CFRP
laminates or rods was analyzed by the same authors [30]. It
was found that the shear contribution of the NSMCFRP bars
or laminates slightly increased with the increase in the in-
ternal shear steel reinforcement. Based on the aforemen-
tioned discussions, this discipline may need more research.

*e effectiveness of NSM CFRP bars in improving the
shear capacity of concrete beams with corroded steel stirrups
was also studied [82]. Two corrosion levels were investigated
comprising 8% and 15%. It was found that the contribution
of the NSM CFRP strengthening technique was more
pronounced with the lower stirrups corrosion of 8%. *is is
thought to be caused by the heavily corroded steel stirrups
that minimized the friction resistance at the steel stirrups-
concrete interface. *is caused premature separation of the
lateral concrete cover after onset of diagonal shear cracks.
*is process may reduce the effectiveness of NSM CFRP
strengthening in shear.

*e steel fibers would be used also to increase the shear
resistance of concrete substrates. *erefore, NSM CFRP
efficiency can be improved by using the steel fibers in

Cohesive failure
on adhesive

Failure at the interface
FRP/adhesive

FRPAdhesive

Concrete

Cohesive failure
on concrete

Failure at the interface
adhesive/concrete

Figure 2: Possible failure modes associated with debonding mechanism [18].
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(i) *e cross-sectional areas of the round bar and the
strip are different (50mm2 for the round bars and
32mm2 for the strips).

(ii) In the test reported in this section, all samples failed
in concrete cover splitting in the region of the in-
ternal steel stirrups regardless of the strengthening
configurations. *us, the efficiency of CFRP
strengthening cannot be obtained from this sample
design.

More studies are needed to make the right selection of
the NSM reinforcement shape.

4.4. Length of NSM Reinforcement. *e length of FRP bars
also plays an important role in controlling the contribution
of this kind of strengthening technique [87]. Due to the
limited depth of RC beams, the length of CFRP reinforce-
ments was equal to the beam depth for the rectangular cross
section beams in the most experimental tests [17, 31, 88].
However, using NSM strips with the length of 1/2D or 2/3D
(D is the depth of beam) caused a noticeable improvement in
the ultimate load of beam compared to using the length of
NSM strips covering the full depth of beam [89]. *e ul-
timate load of beams strengthened with full-length NSM
strip was capable of sustaining a 144% higher load than that
having length of NSM strips 1/2D. *e propagation crack
passed directly into the end of the NSM strip in beams
strengthened with NSM strips having the length of 1/2D or
2/3D causing a high stress concentration at the end, which
accelerates the debonding. *is did not occur in the case of
using NSM CFRP strips with length equal to beam depth
since the length contributes more of a bonding area than the
other lengths.

In the case of T-beam strengthened with CFRP bars
using NSM strengthening technique, extending the CFRP
bars into the flange of the beam can increase the contri-
bution of the CFRP bars [79, 90] as shown in Figure 3(a),
whereas generally the CFRP bars or strips are installed on the
side of the beamweb as shown in Figure 3(b).*is was partly
caused by the extra CFRP material added to the beam. For

example, 33% more material as reported by Lorenzis and
Nanni [79] caused 45.5% increasing in the beam capacity.
Another reason is the extra length of CFRP bars that caused
an increase in the bonded length, and hence, it maximized
the failure load.

*ese findings were also confirmed by other researchers
[17, 28, 88] who investigated the influence of CFRP length on
rectangular cross section beams. *is was conducted by
increasing the beam depth to examine its impact on the
CFRP contribution.

4.5. Mechanical Properties of Groove Filling’s Material.
*e influence of mechanical properties of groove filling
material has widely been investigated [36, 47] to find its
effect on the bond strength. It has been found that the
change in the properties of groove filling material has a
significant effect on the bond strength and lesser extends on
the failure mode. In particular, when a stiffer adhesive
material was used as a groove filling material, the bond
strength was increased [36, 47]. However, these results are
not in agreement with those obtained by Rizzo and Lorenzis
[26] who studied the shear contribution of the NSM
strengthening technique.*ey found that, by using an epoxy
having lower elastic modulus as a groove filling material, the
NSM CFRP contribution to the shear capacity was more
than twice in comparison with that used an epoxy with
higher elastic modulus. It was believed that the epoxy with
lower modulus of elasticity leads to more ductile bond-slip
response, which can then delay the onset of debonding. *is
contrast may be related to the points listed in Section 4.3.
*is factor needs more research to be clearer.

4.6. Percentage of NSM Reinforcement. Generally, the in-
crease in the percentage of the CFRP leads to an increase in
the shear resistance of the strengthened beams
[16, 28, 29, 74, 75, 81, 88, 91]. It can be seen in Figure 4 that
the increase of the beam’s capacity as a result of increasing
the percentage of the NSM CFRP reinforcement (ρf)—
which can be calculated as in equation (1)—is sensitive to the
value of concrete compressive strength [75]. In other words,
the efficiency of NSM strengthening technique for the shear
strengthening is maximized with the higher concrete
strength. *is is related to the fact that, in the case of lower
concrete strength, the failure mode in the strengthened
beams is concrete fracture, in which the concrete adhered to
the detached laminates, while in the case of higher concrete

CFRP bars

(a)

CFRP bars

(b)

Figure 3: CFRP bars arrangements. (a) Anchorage in the flange.
(b) On the side of the beam web.

Concrete mix due to its ability to control the shear 
failure [83–86].

4.3. Shape of NSM CFRP Reinforcement. In the case of using 
NSM CFRP strengthening technique in enhancing RC 
beam s in flexural capacity, it was found that using strips 
instead of round bars (having the same cross-sectional area) 
can improve the performance of NSM technique [11]. This 
was believed to be caused by maximizing the bond area and, 
therefore, reducing the debonding risk. Even with shear 
strengthening, the above conclusion can also be drawn [81]. 
However, this mechanism seems to be not identical with the 
test results reported by Rizzo and Lorenzis [26] who tested a 
series of RC concrete beams strengthened using NSM CFRP 
strengthening technique in shear. This finding cannot be 
norm alized for m any reasons, am ong which are the 
following:
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strength, the failure mode is either the sliding of CFRP
laminate (between the CFRP and the epoxy) or the rupture
of the CFRP [75]. *us, it is expected for the lower concrete
strength that the increase in the percentage of CFRP does not
have a significant change in the efficacy of NSM technique
for the shear resistance.

ρf �
2 × Af

bw × Sf × sin θf

× 100, (1)

where Af is the area of the CFRP reinforcement (strip or
bar) cross section, bw is the width of beam web, Sf is spacing
of the CFRP reinforcement, and θf is the orientation angle
of the CFRP reinforcement with respect to the beam axis.

*ese findings seem to be incompatible with those
presented in Rizzo and Lorenzis [26], where the increase in
the percentage of the CFRP caused a decrease in the shear
capacity of the beam. It was thought that increasing the
percentage of CFRP accelerated the formation of debonding
between CFRP bar and adhered layer.

4.7. Inclination of NSMReinforcement. It is well known that
inclined steel stirrups are more effective in shear resistance
than the vertical stirrups because of diagonal cracking
pattern of shear failure in RC beams. *is phenomenon is
identical with that found in the case of NSM CFRP
strengthening technique [27, 29, 74, 75, 79, 81, 88, 90, 92]
(see Figure 4). *is is partly caused by the orientation of the
shear cracks that tend to be almost orthogonal to the in-
clined CFRP reinforcement [75]. In addition, the inclined
CFRP reinforcement has better total resisting bond length
than the vertical CFRP reinforcement because the inclined
laminates are longer than vertical laminates. *us, it is
expected to delay the debonding failure and hence have
higher shear resistance. It can be seen in Figure 4 that the
orientation of CFRP reinforcement at 45° was the most
effective in some cases, while the orientation of CFRP

laminate at 60° was the most effective than other orientations
in the other cases [75]. *us, more investigations about this
point are needed.

4.8. Distance between Existing Steel Stirrups and NSM
Reinforcement. *e relative position between internal steel
stirrups and applied CFRP reinforcement has a specific
contribution on the effectiveness of CFRP shear strength-
ening configuration [27]. It was found that when the applied
NSM reinforcement intercepted the existing steel stirrups,
this may cause a debonding for the NSM bars/strips. *is
reflects the importance of applying the CFRP NSM rein-
forcement with a homogenous distance with the existing
steel stirrups. Further studies are important here to find the
minimum distance (between laminates and existing steel
stirrups), in which the influence of this factor can be
neglected.

4.9. End Conditions of FRP Bars. *is kind of treatment is
very important when the governing failure mode is the
debonding of FRP bars or concrete cover separation. In these
cases, this kind of treatment can play an important role to
avoid these kinds of failures. One of the effective methods to
improve end conditions of FRP bars is bending the ends of
FRP bars with angles ranging between 45° and 90° as re-
ported by others [93]. As a result, it was found that this kind
of end condition can increase the load carrying capacity of
RC beams in flexure by 201% and 185% compared to the
reference beam. Based on that, bent ends can be also in-
vestigated in the case of shear strengthening to eliminate the
problem of premature debonding in the case of shallow
beams for instance.

4.10.ConcreteCoverDepth. *e effect of the side cover depth
was investigated by [89]. Generally, it was found that, by
increasing side concrete cover depth, the side concrete cover
separation can be delayed or even prevented [89, 94, 95].
However, increasing the side cover could have a negative
effect on the flexural response of beams since it may limit the
space provided to position the longitudinal reinforcement.
In addition, in many cases, NSM FRP strengthening tech-
nique is used for repairing or strengthening existing
structures; thus, increasing the side concrete cover may not
be an option to improve the entire contribution of this
technique.

5. Failure Modes

In the cases of evaluating the shear strengthening contri-
bution, the RC beams were designed to assure shear failure
mode.*e failure modes occurring in the case of using CFRP
NSM in shear strengthening are as follows:

(a) *e first failure mode happened when the normal
or low strength concrete is used. In this failure
mode, the laminates/bars failed by debonding (see
Figure 5). However, along the bond length, a thin
layer of concrete adhered to the laminate/bar;
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Figure 4: CFRP contribution against percentage of CFRP rein-
forcement with various concrete compressive strength and NSM
CFRP inclination [75].
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hence, this can be classified as a concrete fracture.
In the case of high percentage of CFRP used, a
concrete layer with a group of CFRP reinforce-
ments detaches to create a “concrete lateral wall”
that has separated from the overall volume of
concrete [75, 88]. In this bullet-point, two failure
modes are presented, which are failure at interface
between adhesive and concrete (debonding) and
cohesion failure on concrete (concrete fracture),
because, in many cases, these failure modes are
difficult to be experimentally separated.

(b) *e failure of interface between the NSM FRP re-
inforcement and the adhesive “debonding” shown in
Figure 5 can be classified as the most common failure
mode. *is failure mode occurred when a normal to
high concrete strength is used [75]. *e interface
CFRP/adhesive is the weakest point in the CFRP
NSM strengthening technique. *us, by using a high
strength adhesive material, longer CFRP reinforce-
ments, anchoring the CFRP in the flange of T-beam,
etc., this weak point can be overcome.

(c) *e rupture of CFRP can occur when a normal to
high concrete strength is used as shown in Figure 5.

(d) In some cases, when the CFRP NSM reinforcement
is applied to T-beams, shear splitting failure oc-
curred along the web-flange interface region [90].
Extending CFRP NSM reinforcement can control
this failure mode.

(e) Regarding the beams tested without internal shear
reinforcements, splitting of concrete cover of the
flexural reinforcement occurred as a result of
growing cracks along the flexural reinforcement.
*is was thought to be caused by designing the tested
beams without steel stirrups, which are responsible
for maintaining the dowel force and hence
restraining the splitting cracks.

It should be noted that there is no cohesive failure on the
adhesive observed in the experimental studies that con-
ducted the shear contribution of CFRP NSM strengthening
technique. *is is because of the higher tensile strength of
adhesive material compared to the concrete tensile strength
in all tests.

6. Analytical Formulations

*e prediction of the shear capacity of RC beams is a
challenging task because shear mobilizes several complex
resisting mechanisms such as (1) shear resistance assured by
the uncracked concrete in the compression zone; (2) in-
terface shear transfer by aggregate interlocking in the
cracked concrete; and (3) the dowel action of the longitu-
dinal reinforcement [96]. Several analytical formulations
were proposed in order to predict the contribution of the
NSM CFRP laminates for the shear capacity of RC beams
[74, 75, 79, 97–108]. Some of these models were only set to
predict a certain failure mode such as Rizzo and Lorenzis

(a) Concrete fracture

(b) Failure at the Interface
CFRP/adhesive (Debonding)

(c) CFRP rupture

Figure 5: Failure modes (a, b, and c) of the RC beams shear strengthened with NSM CFP laminates [75].
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[107]. Two main analytical formulations are detailed in the
later sections. From these analytical formulations, the FRP
contribution can be calculated. However, the nominal shear
strength of RC beams strengthened with NSM FRP tech-
nique can be computed as suggested by Lorenzis and Nanni
[79] using the equation by adding a third term to the basic
equation provided by ACI code [109], as in

Vu � ϕ Vc + Vs(  + ψVf , (2)

where ϕ is the strength reduction factor for shear
strengthening of RC elements, which has a value of 0.85 as
reported by ACI [109]. ψ is an additional reduction factor for
the case of externally bonded CFRP. *e value of this re-
duction factor is 0.85 as recommended by ACI 440 com-
mittee [110].*e values of Vc andVs are the contributions of
concrete and steel stirrups, respectively, which may be
computed according to standard concrete design codes. Vf

represents the contribution of NSM FRP reinforcement to
shear. *e main output is the value of NSM FRP contri-
bution (Vf) which can be calculated as per Table 1.

7. Evaluation of the Existing Formulations

In the previous section, a brief review is presented for the
formations proposed in the literature that aimed at pre-
dicting the contribution of NSM FRP laminates in shear. In
order to evaluate these formulations, the results obtained
from them compared with the experimental results extracted
from previous experimental research studies are listed in
Tables 2 to 6. In these tables, f1

f and f2
f represent the values

of shear contribution of the NSM FRP strengthening
technique as predicted by Dias and Barros [75] and Nanni
et al. [98] equations (equations 9 and 3), respectively.

*e values of mean of f1
f/f

exp
f and f2

f/f
exp
f in Tables 2–6

have been calculated to evaluate these formations against the
experiment’s results. Since the mean values were 1.09 and
0.87 for the results using Dias and Barros [75] and Nanni
et al. [98] formulations, respectively, the strength prediction
using Dias and Barros [75] formula is closer than that
obtained by using Nanni et al. [98] formula to the experi-
mental strength. *is may be attributed to the fact that the
latter formula does not include the modulus of elasticity and
effective strain of CFRP. However, these closed predictions
do not mean that this formulation could capture the be-
havior in most cases. For instance, both formulations did not
account for the effect of epoxy type into the contribution of
NSM FRP technique as shown in Figure 6. It can be noticed

from this figure that the use of a stiffer and stronger groove
filling epoxy resulted in a lower FRP contribution to the
shear capacity. *e reason for this is related to the fact that
the stiffer bond-slip response of the joints induced larger
peak bond stresses and then accelerated the initiation of
debonding cracks in the concrete [26].

In addition, it can be seen from Figure 7 that the pre-
dictions of Dias and Barros [75] for the contribution of NSM
FRP strengthening technique in shear (V1

f) are less than the
corresponding experimental values (Vexp

f ) in most points.
However, in others, the predictions of Dias and Barros [75]
are not conservative since their predictions (V1

f) are more
than the corresponding experimental values. Furthermore,
considering the formulation suggested by Nanni et al. [98], it
seems that although this formulation provides quite con-
servative predictions, their conservatism is relatively high in
some points.

Regarding the effect of existing steel stirrups shown in
Figure 8, it seems that the later formulation did not account
for the percentage of existing steel reinforcement in their
formulations. Although the predictions of Dias and Barros
[75] include the influence of steel stirrups, their predictions
are still overestimated compared to the corresponding ex-
perimental values.*us, further modifications regarding this
point may be needed.

Generally, the accuracy of the predictions of the theo-
retical formulations discussed in this section is accepted in
many cases. However, further improvement is required to
include the effect of some parameters such as epoxy
properties, while further modifications are required to im-
prove the predictions for some parameters such as the
percentage of existing steel stirrups.

8. Numerical Modelling

It is well known that the numerical modelling is a powerful
tool that is widely used in order to provide a comprehensive
understanding to many phenomena in structural engi-
neering applications. However, the number of numerical
studies conducting the response of NSMCFRP strengthened
concrete beams in shear is still limited. Some of these studies
were only presented a simple numerical model without a
deep discussion about the materials modelling and other
numerical model characteristics [19]. Others tried to use
these models to investigate more parameters [113–115].
Some of these parameters were already experimentally
covered such as concrete compressive strength [113–115],

Table 1: Different methods to calculate the shear stresses by NSM FRP.

Expression Reference Notation

Vf � 2π db τbLtotmin sin θf

Nanni, et al.
[98]

db and τb: diameter and average bond stress of the CFRP; θf:
angle of CFRP bar to the beam longitudinal axis; and Ltotmin:

effective bond length.
Vf � hw

Afv

sf
εfeEf(cot α + cot θf)sin θf Dias and

Barros [75]

hw: web depth of the beam; Afv: area of two CFRP bars; sf:
spacing of the bars; Ef: elastic modulus of the CFRP; α:

orientation of the shear failure crack; and εfe: effective strain.
εfe � 3.76888 × e(− 0.116026θf+0.0010437θ2f)×

[(Ef × ρf + Es × ρsw)/(fcm)2/3]− 0.460679×e
(0.0351199θf−0.0003431θ2

f
)
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Table 2: Comparison between experimental results [27] and analytical results.

Symbols Sf (mm) θ° af (mm) bf (mm) Ef (GPa) V1
f (kN) f2

f (kN) f
exp
f

(kN) f1
f/f

exp
f

f2
f/f

exp
f

2S-3LV-I 267 90 1.4 10 166.6 21.6 20.4 22.2 0.97 0.91
2S-5LV-I 160 90 1.4 10 166.6 31.8 20.4 25.2 1.26 0.80
2S-8LV-I 100 90 1.4 10 166.6 41.7 40.8 48.9 0.85 0.83
2S-3LI45-I 367 45 1.4 10 166.6 43.4 14.4 29.4 1.47 0.48
2S-5LI45-I 220 45 1.4 10 166.6 47.3 28.8 41.4 1.14 0.69
2S-8LI45-I 138 45 1.4 10 166.6 63.5 28.8 40.2 1.57 0.71
2S-3LI60-I 325 60 1.4 10 166.6 28.0 17.6 35.4 0.79 0.50
2S-5LI60-I 195 60 1.4 10 166.6 37.4 22.3 46.2 0.80 0.48
2S-7LI60-I 139 60 1.4 10 166.6 50.8 35.3 54.6 0.93 0.64
2S-7LV-II 114 90 1.4 10 166.6 59.9 35.2 28.32 2.1 1.24
2S-4LI45-II 275 45 1.4 10 166.6 31.7 14.4 33.9 0.93 0.42
2S-7LI45-II 157 45 1.4 10 166.6 38.4 28.8 48.0 0.8 0.6
2S-4LI60-II 243 60 1.4 10 166.6 50.5 17.6 33.06 1.52 0.53
2S-6LI60-II 162 60 1.4 10 166.6 30.7 35.3 42.72 0.71 0.82
4S-7LV-II 114 90 1.4 10 166.6 38.2 35.2 6.9 5.53 5.10
4S-4LI45-II 275 45 1.4 10 166.6 31.7 14.4 26.04 1.21 0.55
4S-7LI45-II 157 45 1.4 10 166.6 38.4 28.8 31.56 1.21 0.91
4S-4LI60-II 243 60 1.4 10 166.6 50.5 17.6 25.08 2.013 0.70
4S-6LI60-II 162 60 1.4 10 166.6 30.7 35.3 35.1 0.87 1.00
3S-5LI45-III 275 45 1.4 10 174.3 38.2 39.9 66.1 0.57 0.60
3S-5LI45F1-III 275 45 1.4 10 174.3 93.6 39.9 85.75 1.09 0.46
3S-5LI45F2-III 275 45 1.4 10 174.3 93.6 39.9 65.35 1.43 0.61
5S-5LI45-III 275 45 1.4 10 174.3 93.6 39.9 74.9 1.24 0.53
5S-5LI45F-III 157 45 1.4 10 174.3 93.6 79.8 74.9 1.24 1.06
3S-9LI45-III 157 45 1.4 10 174.3 122.3 79.84 101.85 1.20 0.78
5S-9LI45-III 275 45 1.4 10 174.3 122.3 39.9 108.9 1.12 0.36
3S-5LI60-III 243 60 1.4 10 174.3 93.6 48.8 69 1.35 0.70
5S-5LI60-III 243 60 1.4 10 174.3 74.1 48.8 73.35 1.01 0.66
5S-5LI60F-III 243 60 1.4 10 174.3 74.1 48.8 72.55 1.02 0.67
3S-8LI60-III 162 60 1.4 10 174.3 74.1 75.7 112.3 0.65 0.67
5S-8LI60-III 162 60 1.4 10 174.3 91.8 75.7 122.45 0.74 0.61
3S-6LV-III 180 90 1.4 10 174.3 91.8 56.4 39.58 2.31 1.42
3S-10LV-III 114 90 1.4 10 174.3 40.3 71.3 83.25 0.48 0.85

Table 4: Comparison between experimental results [26] and analytical results.

Symbols Sf (mm) θ° af (mm) bf (mm) ∅f (mm) Ef (GPa) f1
f (kN) f2

f (kN) f
exp
f (kN) f1

f/f
exp
f f2

f/f
exp
f

NB90-73-a-IV 73 90 — — 8.0 145.7 58.2 80.2 54.2 1.07 1.47
NB90-73b-IV 73 90 — — 8.0 145.7 58.2 80.2 26.4 2.20 3.03
NB90-45-b-IV 45 90 — — 8.0 145.7 73.76 130.0 28.6 2.57 4.54
NB45-146-a-IV 146 45 — — 8.0 145.7 43.0 61.9 39.1 1.09 1.58
NB45-73-a-IV 73 45 — — 8.0 145.7 49.6 120.7 28 1.77 4.31
NS90-73-a-IV 73 90 2 16 121.5 48.9 49.8 50.5 0.96 0.98
NS45-146-a-IV 146 45 2 16 121.5 38.7 40.1 32.7 1.18 1.22

Table 3: Comparison between experimental results [111] and analytical results.

Symbols Sf (mm) θ° ∅f (mm) Ef (GPa) f1
f (kN) f2

f (kN) f
exp
f (kN) f1

f/f
exp
f f2

f/f
exp
f

B2-FRP-V 152 90 9.0 124 47.8 67.2 44.5 1.07 1.51
B3-FRP-V 305 90 9.0 124 30.9 67.2 31 0.99 2.16
B4-FRP-V 191 90 9.0 124 44.6 67.2 35.5 1.25 1.89
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Table 6: Comparison between experimental results [90] and analytical results.

Symbols Sf (mm) θ° ∅f (mm) Ef (GPa) f1
f (kN) f2

f (kN) f
exp
f (kN) f1

f/f
exp
f f2

f/f
exp
f

B90-6a-VIII 115 90 8.0 210 70.6 92.8 58.3 1.21 1.59
B90-6b-VIII 115 90 8.0 124 67.4 92.8 55 1.22 1.68
B90-3a-VIII 230 90 8.0 210 43.0 70.6 11 3.90 6.41
B90-3b-VIII 230 90 8.0 124 45.6 70.6 6.3 7.23 11.20
B45-6a-VIII 115 45 8.0 210 56.3 171.2 74.2 0.75 2.30
B45-6b-VIII 115 45 8.0 124 66.1 171.2 98.2 0.67 1.74
B45-3a-VIII 230 45 8.0 210 55.8 72.1 40.2 1.38 1.79
B45-3b-VIII 230 45 8.0 124 48.1 72.1 81 0.59 0.89
S90-6a-VIII 115 90 8.0 210 59.6 73.9 75.8 0.78 0.97
S90-6b-VIII 115 90 8.0 124 56.9 73.9 38.9 1.46 1.89
S90-3a-VIII 230 90 8.0 210 35.1 52.7 10.5 3.34 5.01
S90-3b-VIII 230 90 8.0 124 37.2 52.7 20.4 1.82 2.58
S45-6a-VIII 115 45 8.0 210 52.8 133.1 77.1 0.68 1.72
S45-6b-VIII 115 45 8.0 124 62.0 133.1 106.4 0.58 1.25
S45-3a-VIII 230 45 8.0 210 49.6 58.4 58.1 0.85 1.00
S45-3b-VIII 230 45 8.0 124 42.8 58.4 98 0.43 0.59
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Figure 6: Effect of the elastic modulus of epoxy on the contribution of the NSM FRP shear strengthening technique (the experimental FRP
contribution gained from [26]).

Table 5: Comparison between experimental results [112] and analytical results.

Symbols Sf(mm) θ° af(mm) bf (mm) Ef(GPa) f1
f(kN) f2

f(kN) f
exp
f

(kN) f1
f/f

exp
f

f2
f/f

exp
f

VR-VII 160 90 3.46 3.46 235 26.2 23.9 33.41 0.78 0.71
IR-VII 240 45 3.46 3.46 235 30.8 16.9 53.94 0.57 0.31
VRA-VII 160 90 3.46 3.46 235 26.2 23.9 39.88 0.65 0.59
IRA-VII 240 45 3.46 3.46 235 30.8 16.9 63.82 0.48 0.26
VRA-VII 160 90 3.46 3.46 235 26.2 23.9 29.4 0.89 0.81
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while some of these were not investigated elsewhere such as
the distance between existing shear reinforcement and SNM
rods [113]. Generally, this powerful tool can more widely be
used to investigate more parameters such as the percentage

of steel stirrups against the percentage of NSM FRP rods and
optimum distribution of FRP reinforcement along the beam.
Numerical simulation is also needed to extend the parameter
ranges outside those used in the experimental works.
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Figure 7: Effect of the percentage of the FRP for different reinforcement inclination angles on the contribution of the NSM FRP shear
strengthening technique (the experimental FRP contribution gained from [27]).
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9. Conclusions

*is paper has provided a review of the current research on
CFRP strengthened concrete beams with NSM technique in
shear. Significant amounts of information and explanations
of the existing researches on the NSM FRP strengthening of
concrete beams have been provided. *e important con-
clusions drawn from the reviewed studies can be summa-
rized as follows:

(i) Although the bond between NSM FRP reinforcement
and concrete substrate is well investigated, some de-
bate is still ongoing on the selection of the real failure
mode. Some researchers tend to present several failure
modes because they look essential to the final ap-
pearance of the specimens, while others preferred to
indicate only the conditioning failure mode.

(ii) Regarding the parameters that can influence the
shear contribution of NSM FRP strengthening
technique, it seems that most of these parameters
are well covered. However, some of those still need
deep investigation to remove the debate about that,
such as the shape of NSM FRP reinforcement, in-
clination of NSM reinforcement, and percentage of
the existing steel stirrups.

(iii) *e most common failure mode of NSM FRP
strengthened RC beams is the failure at the interface
between NSM FRP reinforcement and adhesive
layer, whereas the fracture of the concrete substrate
surrounding groove is also commonly observed
when normal or low concrete is used.

(iv) *e study also considered a large number of ex-
perimental works to evaluate the contribution of

NSM strengthening in shear using formulations
found in the literature. It appealed that the formula
suggested by Dias and Barros [75] reasonably agrees
with the experimental results with 9% of
conservation.
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shear failure of a full scale tested RC bridge strengthened
with NSM CFRP,” in Proceedings of the International

0.00 0.05 0.10 0.200.15
20

40

60

80

Percentage of existing steel stirrups (ρw )(%)

Vf
exp

Vf
1

Vf
2

V f
 (k

N
)

Figure 8: Effect of the percentage of existing steel stirrups on the
contribution of the NSM FRP shear strengthening technique (the
experimental FRP contribution gained from [27]).
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ABSTRACT

Deep ground pressure has an exceedingly negative impact on safety production as mining depth increases in 
underground engineering, and the economic benefits of coal mines and the regulation of highway stability in deep 
mines are steadily highlighted. The engineering background for this study was the Zaoquan coal mine's working face 
14203, and the surrounding rock deformation mechanism in the deep-buried high-stress roadway was analysed, and 
hydraulic fracturing pressure relief technology in the advanced roadway was proposed for surrounding rock control. 
Finally, numerical simulation and field experiments were utilised to verify the suggested technology's overall effect. 
Hydraulic fracturing pressure relief technique can maximise the stress environment and highway stability without 
compromising roadway stability in the working face by artificially controlling the roof fracture position. The numerical 
simulation reveals that when hydraulic pressure is applied.

1. Introduction

In recent years, the mining depth and mining scope have been
continuously increased. Compared with the shallow mining,
the geological process characteristics and mine pressure be-
havior law under the condition of deep mining have been
changed greatly: for the deep mine, the vertical stress (caused
by the gravity) and the in situ stress are higher, and the tectonic
stress field is more complex. Deep ground pressure has an
extremely unfavorable impact on safety production and eco-
nomic benefits of coal mines [1–3]. In the deep mining, the

deformation characteristics of coal rock are changed from
brittleness to plasticity, and the dilatancy and the impact risk of
coal rock are increased. In the deep roadway, complex geo-
logical conditions and high ground stress fields often cause
serious deformation and failure of surrounding rock [4, 5].
-erefore, the deformation and failure of surrounding rock
should be effectively controlled under the strong mine pressure
in deep mining to ensure safe mining.

Research on the deformation mechanism and stability of
surrounding rock of deep high-stress roadway has been
widely performed. Zhang [6] studied the loose blasting and
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pressure release channel of surrounding rock through the
FLAC numerical simulation software. To solve the problem
of roadway deformation in short cantilever beam roof ex-
cavation theory, Yang et al. [7] proposed the roof excavation
pressure relief method in the adjacent roadway and deter-
mined the presplit blasting technical parameters through
theoretical analysis. Yang et al. [8] studied the stress process
of bolt on the roof by three-dimensional numerical simu-
lation, analyzed the time effect of bolt mechanical properties,
and summarized the working mechanism of floor bolt. He
et al. [9, 10] pointed out that in the deep coal mining, the
rock mass medium is in the stage of large plastic defor-
mation, leading to more significant nonlinear mechanical
phenomena; as for the supporting technology, the coupling
of the strength, stiffness, and structure between the support
body and the surrounding rock should be considered. Zuo
et al. [11] systematically analyzed the macro/meso failure
mechanism of deep rock or coal rock combinations under
different loading conditions. -e stress gradient failure
theory of surrounding rock, the hyperbolic movement
model of uniform support in the deep roadway, and over-
burden simulation were established, and the combined
grouting control technology of surface and underground
was proposed. In addition, Xiao et al. [12–16] studied the
failure mechanism and control measures of soft rock in the
deep roadway.

In previous studies, hard roof collapse behind the
working face has been mainly investigated, while the study
on stability control of deep roadway has been rarely re-
ported. -e working face 14203 in the Zaoquan coal mine
was a typical deep mining face with a large mining height.
Under the joint influence of large buried depth, high stress,
and advanced mining, large deformation occurred in the
roadway. According to the stress environment of the
roadway, on the premise of not affecting the production of
the working face and the integrity of the presplit roadway
roof, the hydraulic fracturing pressure relief technology for
surrounding rock control was performed in the advanced
roadway of the working face. Besides, theoretical analysis,
numerical simulation, and field tests were employed to study
the mechanism of the hydraulic fracturing pressure relief
technology and its implementation effect. -e research re-
sults can provide a reference for roadway stability control
under similar conditions.

2. Engineering Background

2.1. Production and Geological Conditions. Zaoquan coal
mine was located at the edge of Maowusu Desert, which was
62 km southeast of the Lingwu City, Ningxia Hui Auton-
omous Region. Its geographical coordinates were 106°30′-
106°35′ E and 37°52′-38°02′ N. -e coal seam 2 of the
working face 14203 was the main fully mechanized working
face with a large mining height. -e thickness of coal seam 2
was 8.07–8.39m, the dip angle was 2°–13°, the strike length
was 2336m, and the dip length was 182.82–235m.-e direct
roof was composed of siltstone, mudstone, and carbona-
ceous mudstone, with an average thickness of 10.90m; the
main roof was composed of medium-grained sandstone and

fine-grained sandstone and siltstone, with an average
thickness of 35.45m. -e floor was composed of mudstone,
siltstone, and fine-grained sandstone, with an average
thickness of 5.64m.-e east side of the working face was the
excavated area, the south side was the F69 normal fault of
No. 13 and No. 14 mining areas, the west side was the old
goaf of the working face 14202. Between the working face
14203 and the goaf, there was a coal pillar of 14m.-e north
side was the 2nd and 3rd middle yard of No. 14 mining area,
and there was no goaf in the upper part of the working face.
-e buried depth of the rubber-tire haulage gateway in the
fully mechanized working face 14203 was about 660m, and
the buried depth of the return airway was about 627m. -e
cross section sizes of the rubber-tire haulage gateway and the
return airway of the working face 14203 were
4500mm× 3550mmwith the joint support of anchor, mesh,
and cable, as shown in Figure 1.

2.2. Analysis of Deformation Characteristics of the Test
Roadway

2.2.1. Deformation Characteristics of the Test Roadway.
Due to the joint influence of the large buried depth, high
ground stress, and advanced mining of the working face, the
roof subsidence, floor heave, and serious shrinkage of two
sides appeared in the rubber-tire haulage gateway and return
airway. -e roadway deformation within 30 meters ahead of
the working face was still severe (serious roof subsidence,
floor heave, and side shrinkage), the erected steel beam shed
was compressed and fractured, and the single hydraulic prop
was bent. As shown in Figure 2, the roof sank and pressed on
the transfer machine section, and the transfer machine and
end support were unable to move normally, which seriously
affected the safety production of the working face.

2.2.2. Cause Analysis of Roadway Deformation. -e complex
structures such as large faults and collapse columns have not
been exposed during the excavation process of the rubber-
tire haulage gateway in the working face 14203. However,
due to its large buried depth (660m), the in situ stress
environment had an important impact on the roadway
deformation. In the field, the SYY-56 Small Aperture Hy-
draulic Fracturing In Situ Stress Measurement System
produced by Xi’an Zhongzhou Geotechnical Technology
Co., Ltd., was used, and measurement stations at four typical
positions of working faces 14203 and 14201 were set to
measure the in situ stress near the roadway. As shown in
Figure 1, the fracture pressure (Pb), fracture tension pressure
(Pr), instantaneous closing pressure of hydraulic fracture
surface (Ps), and in situ tensile strength (T) of rock in each
measuring section were determined. According to the rel-
evant formulas, the main stress value is shown in Table 1.

As shown in Table 1, there was large stress at the
measuring points in the test area, and the value of vertical
principal stress increases gradually with the increase of the
buried depth. -e underground in situ stress field type was
σv > σH > σh stress field, and the four measuring points were
NNE direction. In a word, ground stress was an important
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factor causing serious deformation of the roadway. At the
same time, the average thickness of themain coal seam in the
working face 14203 was 8.2m, belonging to the large

mining-height working face. Compared with the thin coal
seam mining, the overburden movement in the goaf of the
working face with the large mining height was more intense
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after mining. As a result, the rubber-tire haulage gateway
was disturbed, and the roadway deformation was inevitably
caused.

3. RoofHydraulic FracturingPressureRelief for
Surrounding Rock Control

3.1. Mechanism of Roof Hydraulic Fracturing Pressure Relief
and Roadway Protection. To ensure the normal connection
of the working face, the roadway of the next working face is
often excavated in advance. When the current working face
is mined, the coal pillar between the adjacent working faces
will become the stress concentration area, and the roadway
serving the next working face will be in a stress concen-
tration environment. As a result, serious roadway defor-
mation is caused, especially in the condition of large buried
depth. In this study, the roof hydraulic fracturing pressure
relief technology was performed as follows: before the
mining of the working face with a large mining height, a
special slotting bit was used to prefabricate a transverse slot
in the roof drilling; then, the transverse slot section was
sealed. -e high-pressure water was used to produce cracks
at the end of the slot and expand along with the rock layer,
and then a “quasifracture surface” was formed in the
overburden strata of the roadway pillar. During the mining
of the working face, under the action of periodic pressure of
stope, the roof of goaf broke along the “quasifracture surface;
” the span of cantilever beam was reduced, the action time of
lateral abutment pressure was shortened, the stress trans-
mitted by the lateral cantilever beam to the coal pillar of
roadway protection was unloaded or transferred, and then
the stress state of roadway retaining was improved [17–21].
Finally, the difficulty of roadway maintenance was reduced
and the safe production of mine was ensured, as shown in
Figure 3.

3.2. Numerical Simulation of Hydraulic Fracturing Pressure
Relief in the Roof and Roadway Protection

3.2.1. Numerical Calculation Model and Schemes. Based on
the geological data of the mine, a numerical calculation
model was established by the FLAC6.0 software. -e size of
the model was 250m in length, 100m in width, and 80m in
height, with a total of 2,000,000 grids. -e interface unit was
used to establish 11 structural planes. A total of 12 strata
were simulated from the fine sandstone of the basic floor to
the topsoil, as shown in Figure 4. Table 2 shows the me-
chanical parameters of rock mass.

According to the Mohr–Coulomb criterion, the maxi-
mum unbalance force of the model was monitored during
the calculation process. When the equilibrium state was
obtained in the model, the simulated vertical stress level was
16MPa, and the horizontal stress level was 12MPa. -e
simulated calculation level was kept at the same level as the
monitored in situ stress, as shown in Figure 5. To compare
the influence of hydraulic fracturing on the stability of
surrounding rock in the roadway, two models were designed
for comparative analysis according to the design scheme of
hydraulic fracturing drilling parameters .

Scheme 1: the influence of nonhydraulic fracturing in the
roof on the stability of rubber-tire haulage gateway 14203
was simulated. According to the data provided by the
mining enterprise, the goaf, the return airway, the
working face 14203, the rubber-tire haulage gateway, and
the auxiliary haulage gateway were excavated in coal seam
2. To meet the needs of numerical simulation calculation,
the goaf was reserved for 15m; the size of return airway,
rubber haulage gateway, and auxiliary haulage gateway
was 4.5m× 3.55m; the distance between the roadway and
the coal pillar of 20m was reserved in the goaf; and the
maximum boundary limit of the working face was re-
served for 130m as shown in Figure 6(a).
Scheme 2: the influence of roof hydraulic fracturing on
the stability of rubber-tire haulage gateway 14203 was
simulated. According to the relevant theoretical analysis,
the Interface command was used to generate a crack at
45° along the side face of the rubber-tire haulage gateway,
and the length of the crack was 50m.-e other crack was
distributed at 5° along the coal pillar, and the length of
the crack was 50m as shown in Figure 6(b). After the
working face 14203 advanced 20m in the working face
14203, the stress distribution and deformation charac-
teristics of the surrounding rock of the roadway were
analyzed and compared in the two schemes.

3.2.2. Simulation Results

(1) Influence of Hydraulic Fracturing Pressure Relief on the
Stress of the Surrounding Rock. Figure 7 shows the vertical
stress distribution nephogram of the two schemes. As shown
in Figure 7(a), when roof hydraulic fracturing of rubber-tire
haulage gateway is not performed, the low-stress (less than
6MPa) areas are mainly concentrated in the position of 20m
above and below the goaf and 5–8m above and below the
excavated roadway. -ese areas are prone to tensile failure.

Table 1: In situ stress measurement results of hydraulic fracturing in Zaoquan coal mine.

Measuring point
no.

Buried depth
(m)

Fracturing
parameters

Principal stress
(MPa) Fracture direction

(°)
Saturated uniaxial compressive strength

(MPa)
Pb Pr Ps σH σh σv

1 608.8 5.44 5.03 3.99 6.52 3.78 15.22 N15.2°E 14.18
2 658.1 17.30 10.28 9.00 16.30 8.79 16.45 N23.2°E 12.93
3 525.4 11.74 7.47 6.13 10.49 5.91 13.14 N15.5°E 28.75
4 571 11.34 6.60 6.21 11.65 6.02 14.28 N8.2°E 29.64
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-e relatively high-stress (above 11MPa) areas are mainly
concentrated in the upper 30m of the model, and the
concentrated stress of the 20m coal pillar is even as high as
20MPa. As shown in Figure 7(b), due to the existence of
cutting slot after the roof hydraulic fracturing, the low-stress
(less than 6MPa) area increases significantly, mainly con-
centrated in the excavation roadway and the upper 50m

range of goaf. At the same time, the stress between 20m coal
pillars decreases from the original 20MPa above to
12–15MPa, decreasing by about 40%. -e relatively high-
stress (16MPa) areas are mainly concentrated in the upper
10m of the model. On the whole, after hydraulic fracturing,
the area of high-stress concentration above the rubber-tire
haulage gateway and in the direction of the coal pillar is

Working Face

BoreholeRoadway

Roadway

Pillar 70°

I II III IV V

(a)

γH

KγH

γH

γH

KγH
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Before hydraulic fracturing 

After hydraulic fracturing 
A B C D

(b)

Figure 3: (a) Mechanism of roof hydraulic fracturing pressure relief technology. (b) Stress distribution before and after relief.

250 m

100 m

80
 m

fine sandstone
siltstone

gritstone

fine sandstone

siltstone
gritstone

medium grained sandstone

siltstone
calcareous clay
no.2 coal seam

siltstone

Figure 4: Numerical calculation model.

Table 2: Some rock mechanics parameters of the numerical model.

Strata Bulk modulus (K/GPa) Shear modulus (K/GPa) Cohesion (C/MPa) Internal friction
angle (φ/°)

Density
(ρ/kg/m3)

Coarse-grained sandstone 3.5 1.5 2.31 32 2680
Medium-grained sandstone 4.2 2.1 2.9 37 2670
Siltstone 4.0 1.9 3.2 38 2670
Carbonaceous mudstone 3.6 2.0 2.8 36 2680
2# coal seam 2.5 1.2 1.56 30 1380
Siltstone 4.0 1.9 3.2 38 2670
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obviously reduced. As a result, the damage degree of the area
is greatly reduced, and the stability of the roadway is sig-
nificantly enhanced.

(2) Influence of Hydraulic Fracturing Pressure Relief on the
Plastic Zone of Surrounding Rock. Figure 8 shows the change
of plastic zone of surrounding rock in the roadway before

and after hydraulic fracturing pressure relief. As shown in
Figure 8(a), the roof subsidence in the nonhydraulic frac-
turing section is not sufficient, and the plastic zone is about
15m in the upper part. -e plastic zone of coal pillar is fully
developed on the side of the rubber-tire haulage gateway,
and there is a range of 2–5m free of plastic failure in the
middle of the 20m coal pillar. -e development range of the
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Figure 5: Numerical calculation model in the equilibrium state.
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Figure 6: Excavation space relationship diagram of the model. (a) Nonhydraulic fracturing. (b) Hydraulic fracturing.
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Figure 7: Nephogram of vertical stress of roadway surrounding rock (a) before and (b) after hydraulic fracturing.
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plastic zone in the upper roof is 8m, and the plastic zone in
the shallow roof and floor is dominated by tensile failure and
the two sides and other deep areas by shear failure. It in-
dicates that the deformation and failure of the surrounding
rock of the rubber-tire haulage gateway are also serious. At
the same time, the plastic zone in the two sides of the
auxiliary haulage gateway is affected by the vertical stress,
and the influence range is more than 8m. -e influence
range in the roof and floor is more than 5m.

As shown in Figure 8(b), due to the existence of hy-
draulic fractures, the plastic zone in the upper part of the
mined roof is fully developed and the roof subsidence is
sufficient. -e plastic zone on the side of the rubber-tire
haulage gateway changes obviously. -e plastic zone of the
20m coal pillar is less than 5m, and the plastic zone of the
roof is reduced by about 50%, which greatly reduces the
deformation and failure of the roof and coal wall. -e plastic
zone of the two sides of the auxiliary haulage gateway is
reduced to less than 4m, and the development range of the
roof and floor is less than 4m. Compared with the non-
hydraulic fracturing section, the reduction of plastic zone is
obvious in the hydraulic fracturing section. It indicates that
hydraulic fracturing is more conducive to reducing the
mining influence and roadway deformation and maintain-
ing the stability of the roadway.

(3) Influence of Hydraulic Fracturing Pressure Relief on the
Deformation of Surrounding Rock. Figure 9 shows the dis-
tribution of displacement and deformation curve of rubber-
tire haulage gateway 14203 in the two schemes. -rough the
comparison, it can be seen that the displacement of sur-
rounding rock of roadway in hydraulic fracturing section
decreases significantly, with an overall decrease of about
45.8%. -e floor and the left and right sides have the most
prominent decrease. -e left side decreases from about
435mm to about 377mm, and the right side decreases from
about 434mm to about 174mm. -e change of floor is the
biggest, and the decrease is about 365mm before and after
hydraulic fracturing. -e displacement of surrounding rock

decreases obviously, which is positively correlated with the
plastic zone distribution of surrounding rock. It shows that
hydraulic fracturing technology reduces the influence of
mining on roadway deformation and maintains the stability
of the roadway.

4. Engineering Practice

4.1. Hydraulic Fracturing Parameter Design. To ensure the
normal production of the working face, the drilling was
carried out at the position of rubber-tire haulage gateway
14203, which was 120m away from the working face. Fig-
ure 10 shows the hydraulic fracturing parameters and
roadway support parameters of the rubber-tire haulage
gateway in the working face 14203. -e construction se-
quence was as follows: observation of roof rock structure
with a peep scope⟶ in situ test of roof rock strength⟶
determination of fracturing parameters ⟶ fracturing
drilling operation⟶ implementation of fracturing⟶
fracturing monitoring. -e underground construction
started on July 20, 2019, and ended on January 20, 2020. -e
length of the test roadway in the working face 14203 was
300m, and a total of 60 boreholes were constructed:

(1) -e fracturing boreholes were arranged along the
axial direction of the haulage gateway. -e opening
position was about 1m away from the coal pillar, and
the included angles with the roadway were 45° and 5°,
respectively, as shown in Figures 10(a) and 10(b).
-e actual angle and opening position were adjusted
according to the field space.

(2) -e length of boreholes was 50m, the dip angle was
50°, and the spacing was 10m, as shown in
Figure 10(c).

(3) Roadway support parameters: two corners of the
roadway roof were supported by the ∅21.98mm×

4300mm (1× 19) anchor cables. -e dip angle of
anchor cables was 15°, the preload was more than
200 kN, and the row spacing between anchor cables
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Figure 8: Variation cloud map of plastic zone of surrounding rock in the roadway (a) before and (b) after hydraulic fracturing.
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was 1000/600× 900mm. -e top of the cable truss
was arranged for support, the specification of this
cable was 21.98mm× 8300mm, and the cable

preload was greater than 200 kN. -e anchor cable
trusses L� 3800mm were arranged symmetrically
along both sides of the center line, and the row
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Figure 9: Displacement curve distribution of rubber-tire haulage gateway 14203 in two schemes. (a) Nonhydraulic fracturing. (b) Hydraulic
fracturing.
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spacing was 900 mm. The W280 × 5 × 4700-1000/ 600-6 
type W steel strip was used for the top support. The φ6.5 
mm round steel welded steel mesh was hung at the top of the 
roadway, and the mesh size was 100 × 100 mm. The 20#-
M22-2000 BHRB335 left-handed rebar bolt without 
longitudinal bar was adopted at the side of the roadway. The 
tensile force of the bolt at the side was greater than 50 kN, 
the row spacing between the bolts was 900 × 900 mm, and 
the spray layer with a thickness of 400 mm was laid on the 
bottom plate, as shown in Figure 10(d).

4.2. Monitoring Content and Scheme. In the working face
14203, three measuring stations were respectively arranged
in the hydraulic fracturing section and nonhydraulic frac-
turing section, with a total of six measuring stations. -e
interval of stations was 100m, as shown in Figure 11. -e
hydraulic fracturing section was 120m away from the
working face. -e surface displacement of the roadway, roof
separation, and anchor cable stress were mainly monitored.

4.3. Engineering Effect. -e monitoring results of 5# station
in the nonhydraulic fracturing section and 2# station in the
hydraulic fracturing section of the rubber-tire haulage
gateway in the working face 14203 were compared and
analyzed.

4.3.1. Roadway Surface Displacement. According to the
monitoring results of 5# station and 2# station, the roadway
surface displacements of nonhydraulic fracturing section and
hydraulic fracturing section in the working face 14203 are
plotted respectively, as shown in Figures 12 and 13. -e
maximum roof subsidence of the nonhydraulic fracturing
section is 310mm, the maximum floor heave is 760mm, the
maximum displacement of the left side is 607mm, and the
maximum displacement of the right side is 409mm. When
the hydraulic fracturing section is 110m away from the
working face, the surrounding rock of the roadway has ob-
vious displacement changes. When it is 80m away from the
working face, the displacement of surrounding rock rapidly
increases. However, compared with the nonhydraulic frac-
turing section, the roof subsidence, floor heave, left side, and
right side of the hydraulic fracturing section decrease by
52.2%, 53.8%, 59.2%, and 44.5%, respectively. At the same
time, when the hydraulic fracturing section is 90m away from
the working face, the displacement of the surrounding rock of
the roadway changes; when it is 80m away from the working
face, the displacement of surrounding rock of roadway in-
creases rapidly.-erefore, hydraulic fracturing has an obvious
effect on the roadway stability control.

4.3.2. Roof and Floor Separation of Roadway. -e separation
amount of roof and floor in the roadway is also the rock
movement amount at the roof and floor of the roadway.
According to the monitoring results of 5# station and 2#
station, the roof and floor separation of nonhydraulic
fracturing section and hydraulic fracturing section in

working face 14203 are drawn, as shown in Figures 14 and
15. When the distance from the working face is 130m, the
roof separation of roadway occurs in the nonhydraulic
fracturing section (monitored by 5# station), which is
consistent with the response of roof subsidence. It indicates
that the separation and roof subsidence have a positive
correlation. When the distance from the working face is
60m, the amount of roof separation begins to increase
rapidly. When the distance from the working face is 0m, the
maximum value of the deep base point is 186mm, and the
maximum value of the shallow base point is 68mm.
However, in the hydraulic fracturing section, when the
distance is 100m away from the working face, the roof
separation occurs (monitored by 2# station). When the
distance from the working face is 65m, the amount of roof
separation is significant. When the distance from the
working face is 0m, the maximum values are obtained. -e
maximum value of the deep base point is 164.7mm, and that
of the shallow base point is 22mm in the hydraulic frac-
turing section, which is 22.6% and 60% less than that of the
nonhydraulic fracturing section. -e amount of roof sepa-
ration presents the characteristics of decreasing from deep to
shallow.

4.3.3. Bolt Stress

(1) Stress Analysis of Side Bolt of Coal Pillar. Figures 16 and 17
show the stress curves of the bolts at the coal pillar side of 5#
and 2# stations, respectively. It can be seen that the stress of
the upper 2# bolt in the nonhydraulic fracturing section is less
than that of the lower 1# bolt, and the stress of the two bolts
shows a gradually increasing trend. -is suggests that the
lower bolt is obviously affected by the floor heave, and the
stress is obviously larger. With the advance of the working
face, the stress of the bolt increases gradually. When the
distance from the working face is 0m, the stress of the upper
2# bolt reaches themaximum value of 163.8 kN, and the stress
of the lower 1# bolt increases to 105.3 kN and does not change.
When the distance is 100m away from the working face in the
hydraulic fracturing section, the bolt stress on the side of the
coal pillar begins to increase, in which 2# bolt increases more
rapidly than the lower 1#. It indicates that the pressure on the
upper part of the coal pillar is faster. When it is 65m away
from the working face, the stress of the upper 2# bolt reaches
the maximum value of 112 kN and suddenly decreases to
0 kN.-e actual observation shows that the bolt tail breaks off.
-e stress of the lower 1# bolt increases continuously until it
reaches 85 kN and does not change. Compared with the
nonhydraulic fracturing section, the stress of the side bolt of
the coal pillar in the hydraulic fracturing section is reduced by
12.3%–31.9% on average.

(2) Stress Analysis of Side Bolt in the Mining Face. Fig-
ures 18 and 19 show the stress curves of the bolts at the
mining face of 5# and 2# stations, respectively. As shown
in Figure 18, the stress of 3# bolt in the nonhydraulic
fracturing section decreases slowly at the later stage, while
the stress of the lower 4# bolt increases greatly at the later
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stage. When the distance from the working face is 30m,
the stress of the upper 3# bolt reaches the maximum value
of 84 kN, and the stress drops sharply to 0, and the stress of
the lower 4# bolt begins to rise rapidly. When the distance
from the working face is 0 m, the stress of the lower 4# bolt
reaches 136 kN. As shown in Figure 19, the supporting
force of 3# bolt in the hydraulic fracturing section fluc-
tuates strongly in the later stage, while that of 4# bolt
increases steadily. When it is 15m away from the working
face, the maximum stress of the upper 3# and lower 4#
bolts is 78 kN and 42 kN. -en the stress of the upper 3#
bolt decays. Finally, the upper 3# bolt is stable at about
57 kN, and the lower 4# bolt reaches the maximum value
of 46 kN. -e stress of the side bolt in the hydraulic
fracturing section is 56.1%–51.8% less than that in the
nonhydraulic fracturing section.

4.3.4. Anchor Cable Stress

(1) Stress Analysis of the Anchor Cable at Coal Pillar Side.
Figures 20 and 21 show stress curves of anchor cable at coal
pillar side of 5# and 2# measuring stations, respectively. As
shown in Figure 20, with the advance of the working face, the
stress of anchor cable in the nonhydraulic fracturing section
increases continuously. When it is 30m away from the
working face, the stress of anchor cable decreases rapidly.
With the decreasing distance to the working face, the stress of
anchor cable increases continuously until the distance is about
0m.-e stress of 5# anchor cable reaches the maximum value
of 239 kN and that of 6# anchor cable reaches more than
500 kN. -ese conditions are consistent with the character-
istics of roof subsidence. As shown in Figure 21, when hy-
draulic fracturing technology is adopted and the distance
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Figure 16: Nonhydraulic fracturing section: stress of side bolt of
coal pillar at 5# station.
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Figure 17: Hydraulic fracturing section: stress of side bolt of coal
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Figure 18: Stress of side bolt at 5# station in the nonhydraulic
fracturing section.
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Figure 19: Stress of side bolt at 2# station in the hydraulic frac-
turing section.
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from the working face is 60m, the stress of 6# and 5# fluc-
tuates, indicating that the roof failure fluctuates. When the
distance is 1m away from the working face, the stress reaches
the maximum value of 502 kN and 116 kN, with an average
reduction of 44.8% and 16.4%.

(2) Stress Analysis of the Side Anchor Cable in Mining Face.
Figures 22 and 23 show the stress curves of the anchor
cable at the mining face of 5# and 2# measuring stations,
respectively. As shown in Figure 22, for the nonhydraulic
fracturing section, when the distance is 100m away from
the working face, the stress of the anchor cable begins to
increase, which synchronizes with the increase of roof
subsidence and separation amount. With the advance of
the working face, the stress of the anchor cable continues
to increase until the distance is 0 m away from the working

face and then the stress remains relatively stable. -e
stress of the outer 8 # anchor cable is 205 kN and the inner
7 # anchor cable is 242 kN. As shown in Figure 23, for the
hydraulic fracturing section, with the advance of the
working face, the stress of the anchor cable increases and
remains stable until the distance is 10m away from the
working face. -e stress of the 7 # anchor cable is 216 kN
and that of the 8 # anchor cable is 47 kN. Compared with
the nonhydraulic fracturing section, the stress of anchor
cable is reduced by 48% and 51.3% on average in the
hydraulic fracturing section.

5. Conclusion

(1) On the premise of not destroying the stability of
roadway in working face, the fracture position of the
roof can be artificially controlled, and the high-stress
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Figure 20: Nonhydraulic fracturing section: stress of the anchor
cable at coal pillar side of 5# station.
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Figure 21: Hydraulic fracturing section: stress of the anchor cable
at coal pillar side of 2# station.
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Figure 22: Nonhydraulic fracturing section: stress of the anchor
cable at 5# station.
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Figure 23: Hydraulic fracturing section: stress of the anchor cable
at 2# station.
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from the lateral cantilever beam of the working face
to the coal pillar of the retained roadway can be
unloaded or transferred to improve the stress state of
the retained roadway.

(2) Hydraulic fracturing pressure relief technology
changes the deformation and failure mode of roof
and restricts the development of the plastic zone of
surrounding rock in the roadway. As a result, the
deformation and failure of roof and coal sides are
greatly alleviated, and the stress of anchor bolt and
anchor cable is reduced to varying degrees.

References

[1] J. B. Bai and C. J. Hou, “Control principle of surrounding
rocks in deep roadway and its application,” Journal of China
University of Mining & Technology, vol. 35, no. 2, pp. 145–148,
2006.

[2] L. Yuan, J. H. Xue, Q. S. Liu, and B. Liu, “Surrounding rock
stability control theory and support technique in deep rock
roadway for coal mine,” Journal of the China Coal Society,
vol. 36, no. 4, pp. 535–543, 2011.

[3] T. Xiao, X. Wang, and Z. Zhang, “Stability control of sur-
rounding rocks for a coal roadway in a deep tectonic region,”
International Journal of Mining Science and Technology,
vol. 24, no. 2, pp. 171–176, 2014.

[4] J. Chang and G. Xie, “Research on space-time coupling action
laws of anchor-cable strengthening supporting for rock
roadway in deep coal mine,” Journal of Coal Science and
Engineering, vol. 18, no. 2, pp. 113–117, 2012.

[5] D. S. Kong and Y. P. Chen, “Stability pediction of surrounding
rocks and optimum design of roof-bolt parameters in deep

roadway,” Applied Mechanics and Materials, vol. 353-356,
pp. 436–439, 2013.

[6] X. Y. Zhang, “Pressure releasing technology with borehole
drilling and blasting for mine roadway in high stressed strata,”
Coal Science and Technology, vol. 37, pp. 74–77, 2009.

[7] X. Yang, C. Hu, M. He et al., “Study on presplitting blasting
the roof strata of adjacent roadway to control roadway de-
formation,” Shock and Vibration, vol. 2019, Article ID
3174898, 16 pages, 2019.

[8] S. Yang, M. He, W. Liu, and X. Ma, “Mechanics and appli-
cation research on the floor anchor to control the floor heave
of deep soft rock roadway,”Chinese Journal of RockMechanics
and Engineering, vol. 27, pp. 2913–2920, 2008.

[9] M. C. He, G. Qi, C. Cheng, Z. Guofeng, and S. Xiaoming,
“Deformation and damage mechanisms and coupling support
design in deep coal roadway with compound roof,” Journal of
Rock Mechanics and Engineering, vol. 26, no. 5, pp. 987–993,
2007, in Chinese.

[10] X. M. Sun, M. C. He, and X. J. Yang, “Study on nonlinear
design method of coupling support of anchor, mesh and cable
in deep soft rock roadway,” Rock and Soil Mechanics, vol. 27,
no. 7, pp. 1061–1065, 2006, in Chinese.

[11] J. Zuo, J. Wang, and Y. Jiang, “Macro/meso failure behavior of
surrounding rock in deep roadway and its control technol-
ogy,” International Journal of Coal Science & Technology,
vol. 6, no. 3, pp. 301–319, 2019.

[12] Z. Xiao, J. Liu, S. Gu et al., “A control method of rock burst for
dynamic roadway floor in deep mining mine,” Shock and
Vibration, vol. 2019, Article ID 7938491, 16 pages, 2019.

[13] Y. D. Wei, L. H. Chen, X. U. Chang-Yu, and J. H. Liu,
“Mechanism and application of coupling grouting rein-
forcement for crossing of deep soft rock roadway,” Value
Engineering, vol. 38, no. 4, pp. 133–136, 2019, in Chinese.

[14] X. Guo and D. Hao, “Deformation characteristics of sur-
rounding rock of deep soft rock roadway and mechanism of
full anchor cable supporting,” China Mining Magazine,
vol. 28, no. 12, pp. 123–127, 2019, in Chinese.

[15] W. Liu, X. Zhang, and C. Huang, “Surrounding rock sup-
porting technology in deep roadway of xingdong coal mine,”
Safety In Coal Mines, vol. 50, no. 6, pp. 86–90, 2019.

[16] T. Z. Zhang and C. Company, “Research and application of
floor heave collaborative control technology in deep mine
high stress coal-winning roadway,” Coal Science & Technology
Magazine, vol. 40, no. 3, pp. 54–57, 2019, in Chinese.

[17] J. Han, “Analysis on pressure relief process of coal mine
hydraulic fracturing,” Energy and Energy Conservation, no. 12,
pp. 102-103, 2019, in Chinese.

[18] C. Zhai, M. Li, C. Sun, J. Zhang,W. Yang, and Q. Li, “Guiding-
controlling technology of coal seam hydraulic fracturing
fractures extension,” International Journal of Mining Science
& Technology, vol. 22, no. 6, pp. 831–836, 2012.

[19] J. Zhao and G. Li, “Pressure-relief mining of the working face
under the coal pillar in the close distance coal seams,” Geo-
technical & Geological Engineering, vol. 34, no. 4, pp. 1067–
1077, 2016.

[20] J. Guo, “Application of hydraulic fracturing and cutting top
pressure relief technology in the roadway along the goaf,”
Coal and Chemical Industry, vol. 3, pp. 47–49, 2019.

[21] Y. Li, “Study on hydraulic fracturing roof cutting and pressure
relief technology of removal channel in fully mechanized
caving face,” Datong Coal Science & Technology, no. 4,
pp. 21–23, 2019, in Chinese.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Hyderaulic Fracturing Pressure Relief... H. C. Giri et al.326



Evaluation of heating performance of the PVC earthair 
tubular heat exchanger applied to a greenhouse in the 
coastal area of west Syria: An experimental study

Niranjan Behera, Department of Mechanical Engineering, Raajdhani Engineering College, Bhubaneswar, niranjanbehera2514@gmail.com

Abinash Sahoo, Department of Mechanical Engineering, Capital Engineering College, Bhubaneswar, abinashsahoo719@yahoo.co.in

Shakyasingha Sahoo, Department of Mechanical Engineering, NM Institute of Engineering & Technology, Bhubaneswar, shakyasinghasahoo@gmail.com

Himanshu Sekhar Moharana, Department of Mechanical Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, hsmoharana26@gmail.com

Abstract

The Earth-to-Air Heat Exchanger (EAHE) system is a geothermal environmental approach that 
uses the ground's undisturbed temperature to condition air, reducing energy consumption and 
costs for heating and cooling. The goal of this research is to employ a tubular heat exchanger to 
heat an agricultural greenhouse in Baniyas in a straightforward, cost-effective, and ecologically 
friendly manner. In addition, determine the length, diameter, and flow velocity characteristics 
that influence the heat exchanger's efficiency. The tests were conducted in a Mediterranean 
climate in the Tartous Governorate, which is located on the coast of western Syria.The 20-meter-
long exchaJnger pipes were buried at a depth of one metre. For each exchanger studied, the 
diameters used were 10.16 and 15.24 cm, with two velocities of 1.5 and 2 m/s. Two heat 
exchangers were installed along the length of a plastic greenhouse. Beginning on December 1, 
2020, tests were conducted for a month. The results revealed that the parameters had a substantial 
impact on the heating performance of both exchangers. The soil temperature averaged 18 to 19 °
C during the heating period, while the input air temperature averaged 11 to 12 °C. The heating 
performance increased by 56 percent and 36.28 percent for 10.16 cm and 15.24 cm diameter 
tubes, respectively, when the tube length was increased to 20 m. As a result, the smaller diameter 
tube was preferable, and decreasing airflow velocity from 2 to 1.5 m/s led a temperature increase 
from 5.5 to 6.99 °C.

Keywords: Air-ground tube heat exchanger; Thermal performance; Heating efficiency; PVC. 
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Nomenclature

COP Coefficient of performance Ti Inlet temperature (ºC)
Cp Specific heat capacity (J/ kg.ºC) To Outlet temperature (ºC)
d Diameter (m) Ts Soil temperature (ºC)
E East V Volume flow rate (m3/s)
EAHE Earth-to-air heat exchanger v Air velocity (m/s)
EUT Earth's undisturbed temperature π Pi constant
m Mass flow rate (kg/s) ΔT Temperature difference (ºC)
N North Ɛ Efficiency (%)
PVC Polyvinyl chloride ρ Density (kg/m3)
Q Heat amount (J)

1. Introduction

Greenhouses consider one of the most energy-intensive sectors in the agricultural field [1], as 
temperatures drop in the winter season, which affects the productivity of crops. Therefore, 
farmers resort to expensive heating processes that consume a lot of energy, which depend mostly 
on fossil fuels with environmentally harmful combustion products, which increases the energy 
crisis [2]. Thus, the trend was towards searching for other alternative clean and renewable energy 
sources [3] to meet the increasing energy requirements in the agricultural sector [4].

The earth's temperature at a depth often greater than 1 m below the soil surface is almost constant 
throughout the year and is called Earth's Undisturbed Temperature (EUT) [5]. It remains higher 
than the ambient temperature in winter and lower than in summer, but this stable depth varies 
from one region to another [6, 7]. This feature can be beneficial in greenhouse heating in a 
simple, economical, and clean way by means of tubular heat exchangers [8]. Tubular heat 
exchangers (air-ground) systems consist of an air blower device that draws and pushes air 
through a network of pipelines of various shapes made of durable materials that bear the pressure 
of the soil above them (steel, plastic, cement, etc.), where the cold air entering the exchanger is 
heated by heat exchange between the air and the soil through the pipe walls [9].

The tubular (air-ground) exchanger is classified according to two main classifications: First, 
according to the airflow circuit, there is the open-circuit [10], and there is the closed-circuit [11]. 
Second, depending on the position of the tubes, there is the horizontal position [12] which is the 
most common, and there is the vertical position, which requires a large depth in the soil often 
greater than 15 m and thus large digging costs, as the most expensive in installing the exchanger 
is the drilling process and the pipe costs, which amount to about 70% of the total cost of the 
exchanger [13]. In addition, the vertical exchangers are not suitable for all areas, such as places 
with rock layers, due to the difficulty of drilling [14]. It should be mentioned that the exchanger 
tubes could be installed next to or under the greenhouse [15]. 

Many experimental and numerical analyzes of the exchanger performance and the parameters 
affecting its performance in many countries of the world had been conducted, each of them under 
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the conditions of the studied region of climate, geographic location, and different soil nature, thus 
each had a different amount of impact on performance. Yang et al. [16] found that the exchanger 
system is an efficient, low-cost method that reduces fuel consumption and the associated 
environmental damage, in addition to increasing productivity, and saving costs compared to 
traditional fossil fuel air conditioning systems, as they found that it provides about 561.6 kW/h in 
summer, which saves energy by 74.3%, and 177.6 kW/h in winter by saving 67.3%.

Le et al. [17] confirmed that geothermal energy at a depth of 1 to 4 m below the surface of the 
soil could be employed in greenhouse conditioning in China (Shouguang), as they noticed a large 
thermal difference between the air and the subsoil of 5 to 15 ºC in summer, and of 10 to 25 ºC in 
winter. In the study of Onder Ozgener and Leyla Ozgener [18], the exchanger system was highly 
efficient in winter when used to heat greenhouses in Turkey (Izmir), as it raised the temperature 
to 24.76 ºC at a rate of 18.67 ºC.

Ghosal and Tiwari [19] conducted a study in India (Delhi), on the effect of tube length and 
diameter on the performance of the air-ground heat exchanger for greenhouse air conditioning. 
They found that the temperature decreases in summer by increasing the length of the pipe and 
reducing the diameter, where the pipe used was made of PVC plastic with a length of 39 m and a 
diameter of 0.06 m. This exchanger increased the temperature at a rate of 7 to 8 ºC in winter and 
decreased it at a rate of 5 to 6 ºC in the summer compared to a greenhouse without the air-ground 
heat exchanger. Abbaspour-Fard et al. [20] studied, in the northeast of Iran, the effect of tube 
length on the performance of an air-ground tubular exchanger system made of galvanized mild 
steel with a diameter of 0.1 m and a length of 18 m. They found that the highest temperature 
difference for the system was at total tube length and the measured minimum velocity is 4 m/s 
and resulted in a temperature difference of 9.4 ºC for heating and 14.4 ºC for cooling.

The tube diameter plays an important role in the performance of the exchanger, and Sobti and 
Singh [21] confirm this in their study of the exchanger performance in India (Chandigarh). They 
found that as the diameter of the tube increases, the pressure decreases, and thus the performance 
efficiency decreases while the thermal performance and performance efficiency increase for a 
longer pipe with a smaller diameter buried at a greater depth and lower airflow velocity. 

Rosa et al. [22] also concluded in their study conducted in Portugal (Coimbra) that increasing the 
velocity of airflow in the exchanger tubes leads to a decrease in the heat exchange to and from 
the ground for both heating and cooling modes, but at different rates. Deldan et al. [23] observed 
in their study on a heat exchanger with a length of 42 m in length and a diameter of 0.25 m buried 
at a depth of 3.5 m, by testing the system in both open and closed positions for a range of 
velocities between 2.3 to 24 m/s, that the difference between inlet and outlet increased with 
reduced speed in both systems. Namgial et al. [24] in their study in India (Ludhiana) found the 
performance of an (air - earth) exchanger consisting of a single line of PVC of length 42 m and 
diameter 0.25 m buried at a depth of 3.5 m, where the minimum and maximum mean tube 
efficiency was 18.4% and 64.9% for airflow velocities 24 and 2.3 m/s, respectively. The 
performance efficiency of the exchanger system decreases with the increase in airflow velocity 
through the tubes.

It has been observed from the literature that there are many factors that affect the performance of 
the exchanger, but the amount of their impact on the performance varies according to the 
circumstances of each region and the fluid type used through exchanger tubes [25]. Therefore, in 
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this research, a study has been made to study the effect of some factors related to the 
specifications of the PVC pipes of the exchanger under the conditions of the studied area on the 
Syrian coast, which are the length, diameter, and airflow velocity within it. 

According to our knowledge, this is the first study to be conducted in the Baniyas area on the 
Syrian coast. Therefore, this study aims to use a tubular heat exchanger (air-ground) to heat an 
agricultural greenhouse in the Baniyas area in a simple, more economical, and environmentally 
friendly way that limits the use of fossil fuels. In addition, to assess the main parameters (length, 
diameter, and flow velocity) that affect the efficiency of the heat exchanger.

2. Experimentation and methodology

2.1. The site of the experiment

The experimental study was carried out in the Harisoun agricultural area located between the 
Baniyas Refinery and the Al-Sen Lake (35° 58ʹ  14ʹʹ  E, 35° 14ʹ  07ʹʹ  N) with a Mediterranean 
coastal climate as it rises about 5 m from the sea level as shown in Fig. 1 on a plastic house 
consisting of iron bars covered with plastic sheets. Its dimensions are 2, 5, and 19 m as shown in 
Fig. 2. The heating mode was tested during the period from 1 December 2020 to 31 December 
2020 when the soil temperature was higher than the outside air temperature.

Fig. 1. Site of the experiment.

2.2. Apparatus description

A tubular (air-ground) heat exchanger was installed for the conditioning of a greenhouse and then 
its performance effectiveness was tested, and for that, the following devices and tools were used: 
Two air intake devices of capacity 85 and 125 W, PVC pipes, and elbows with a length of 20 m 
per line, having a diameter of 10.16 and 15.24 cm, two Arduino devices (MEGA, UNO), air 
temperature sensors  (DHT22) with measurement precision of ±0.5 ºC, and soil temperature 
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sensor (DS18B20) has a temperature range from -55 °C to +125 °C with a resolution from 9 to 
12 bit. The air velocity was measured by an Anemometer device that has wind speed accuracy of 
±5 percentage and wind speed resolution of 0.1 m/s.

Fig. 2. Greenhouse dimensions (length, width, and height).

2.3. Parameters  

The positions 10 m and 20 m of the tube length were chosen to know the amount of thermal 
difference resulting from each of them under the conditions of the studied area. The two 
diameters 10.16 and 15.24 cm were chosen to test the effectiveness of the exchanger performance 
in each of them. The appropriate depth varies from one region to another and is related to the 
geography of the place, thus the depth of 1 m was chosen due to the lack of height of the study 
area above sea level. Fig. 3 illustrates a diagram of the exchanger line where the tubes were 
placed on both sides of the greenhouse 1 m deep below the soil surface. As for the air velocity 
through the tubes, the two speeds of 1.5 and 2 m/s were chosen for the experimentation. 
Polyvinyl chloride (PVC) pipes were chosen in the research with a thickness of 3 mm on the one 
hand, in addition to their availability and cheapness on the other hand.

2.4. Methodology 

First, a trench of 1 m deep was dug on both sides of the greenhouse and two pipelines were 
placed in it. Then, an air intake device of 85 and 125 W was installed at the inlet to each line, 
respectively. Fig. 4 shows the stages of the test implementation. For each line, a group of sensors 
connected to the Arduino device was placed in order to measure the temperatures every hour, and 
store them on a memory card (SD Card), where the sensors were installed at the inlet, middle, 
and outlet of the tube, in addition to a sensor that measures the temperature of the soil in general, 
and another one sensitive to the temperature of the outside air. Fig. 5 shows the block diagram of 
how to connect the sensors to the two Arduino devices.
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Fig. 3. Typical diagram of the 10.16 cm diameter exchanger.

After verifying the correct functioning of the devices and sensors, the soil over the two pipelines 
was backfilled, and then the exchanger was started on 1 December 2020. Hourly temperature data 
were collected at the three positions (inlet, middle, and outlet of the tube) for both lines 
throughout the month using 1.5 and 2 m/s speeds, and then classified to study the effect of length, 
diameter, and airflow velocity parameters on the exchanger performance.

Fig. 4. Stages of conducting the experiment: (A) Excavate the first side, (B) Excavate the second side, (C) Pipes 
installation, (D) Connecting the wires to the sensors to the tubes, (E) and to the Arduino devices, (F) Connecting 

with a laptop, and (G) Installation of air intake devices. 
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Fig. 5. Diagram of the connection of sensors with measuring devices.

The work of the tubular heat exchanger (air-ground) depends mainly on the surrounding daily 
and seasonal heat exchanges of the surrounding environment and their transfer through the soil 
layers and their storage in them [6], as it uses the subsoil as a source to provide the heating in 
winter [7]. The pulled air is pushed by an air blower to flow through the tubes of the exchanger as 
a mediator heat carrier to the medium required to be conditioned by a process of heat exchange 
between it and the soil through the walls of the tubes [26], where the heat is transferred from the 
air flowing through the tube to its walls by convection and then transmitted through it by 
conduction to the surrounding soil as shown in Fig. 6. The performance of the exchanger depends 
largely on the thermal differences between the air entering the pipes and the soil, and the higher 
the temperature difference, the greater the performance efficiency [27].

Fig. 6. Heat exchange between tube air and soil.
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To evaluate the heating performance of the exchanger system, the performance efficiency (Ɛ) as a 
percentage was calculated that expressing the difference between inlet air temperature (Ti) and 
outlet air temperature (To) divided by the difference between inlet air temperature and soil 
temperature (Ts) as shown in Eq. 1 [28]:

Ɛ = (Ti-To) / (Ti-Ts) (1)

2.5. Statistical analysis

One-way analysis of variance (ANOVA) was performed to compare the means of the 
independent groups in order to determine whether there are any statistically significant 
differences between the means [29]. Then, it followed by a T-test, and a threshold (p<0.05) was 
used to indicate the significance of the results using IBM SPSS® Statistics V27.

3. Results and discussion

During the month of December of 2020, the average outdoor temperature of 13 ºC, and the 
average temperature recorded at the inlet of the two lines of the exchanger was 11.5 ± 5 ºC. The 
lowest and highest value recorded at 2 and 24 ºC respectively, and the soil temperature was stable 
between 18 and 19 ºC as shown in Fig. 7.

Fig. 7. Hourly temperature averages for the month of December / 2020 at the inlet of the exchanger lines, and the 
average soil temperature.

Hourly average temperatures during the month of December 2020 recorded at the inlet, middle, 
and outlet of the tube were calculated for each of the two lines 10.16 and 15.24 cm, as shown in 
Fig. 8 and Fig. 9. The temperature difference made by the two lines during the periods (after 
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midnight between 12:00 and 5:00 in the morning, during the day between 6:00 in the morning 
and 6:00 in the evening, at night between 7:00 and 11:00 in the evening) was the same as shown 
in Table 1. After midnight between 12:00 and 5:00 in the morning, it was the most intense hour 
of the day that the heating effect of the exchanger appeared. The line with a diameter of 10.16 cm 
raised the temperature by 3 and 7.21 ºC at the middle and the end of its length, while the line with 
a diameter of 15.24 cm raised it by 1.93 and 4.74 ºC, respectively.

Fig. 8. Hourly average temperatures at the middle and outlet of the line with a diameter of 10.16 cm.

Fig. 9. Hourly average temperatures at the middle and outlet of the line with a diameter of 15.24 cm.

During the day between 6:00 am and 6:00 pm, the difference between the inlet air and soil 
temperatures decreased, leading to a slight increase in the air exiting from the exchanger lines of 
1.13 and 2.77 ºC at the middle and the end of the line (diameter of 10.16 cm), respectively, and 
an increase of 0.6 and 1.57 ºC for the middle and the end of the line (diameter of 15.24 cm) 
respectively.
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Between 7:00 pm and 11:00 pm, the line with a diameter of 10.16 cm raised the temperature by 
1.41 and 3.47 ºC at the middle and the end of its length respectively, while a line with a diameter 
of 15.24 cm raised it by 0.92 and 2.31 ºC. Consequently, the full length of the 20 m tube led to a 
decrease in the temperature of the air exiting from both lines compared to the half-length of 10 m. 
The line with a diameter of 10.16 cm at the full length was the best as it increased the 
temperature by 7.21ºC after midnight.

Table 1. Average hourly temperatures divided into three periods during the day.

Average outlet temperature according 
to the length [ºC]

Time periods
[h]

Tube's 
diameter 

[cm]

Average inlet 
temperature [ºC]

10 m 20 m
10.16 9.25±2.5 13.4±1.7312:00 am - 5:00 am 15.24 6.24±2.92 8.17±2.76 10.98±2.25
10.16 14.26±4.22 15.9±2.66:00 am - 6:00 pm 15.24 13.13±5.19 13.74±4.6 14.7±3.66
10.16 13.44±1.4 15.5±0.957:00 am - 11:00 pm 15.24 12.03±0.7 12.95±1.5 14.34±1.22

The seventeenth of December 2020 is considered the imaginary day which represents any day 
during the month and is determined mathematically by calculating the average hourly external 
temperatures throughout the month to subtract from them the hourly temperatures for each day at 
the same time, and then these hourly differences are squared and added to each other for each 
day, thus the day with the least difference is the typical day [30]. On this day, the inlet 
temperatures ranged between two minimum and maximum values 2.5 and 18 ºC with an average 
of 10.84 ± 4.66 ºC. Fig.10 and Fig.11 show the average hourly temperatures during the typical 
day of the inlet, the middle and the end of the two lines 10.16 and 15.24 cm at the two positions 
10 and 20 m of them. The day was divided into three periods according to the heat effect of the 
exchanger as shown in Table 2.

Fig. 10. The hourly temperature recorded on 17 December for the inlet, middle, and outlet of the line is 10.16 cm.
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Fig. 11. The hourly temperature recorded on 17 December for the inlet, middle, and outlet of the line is 15.24 cm.

Table 2. Hourly temperature averages for the typical day divided into three periods during the day.

Average outlet temperature according to the 
length [ºC]

Time periods
[h]

Tube's 
diameter 

[cm]

Average inlet 
temperature [ºC]

10 m 20 m
10.16 9.33±2.9 13.45±2.3512:00 am - 5:00 am 15.24 6.53±3.5 8.3±3.18 11.4±2.46
10.16 13.7±3.8 15.6±2.36:00 am - 6:00 pm 15.24 12.35±4.88 13±4.3 14.2±3.38
10.16 13.32±0.37 15.44±0.567:00 am - 11:00 pm 15.24 12±0.65 12.96±0.68 14.4±0.54

From Table 2, we find that between 12:00 am and 5:00 am, the greatest heating effect was shown 
by 2.8 and 6.92 ºC for the 10.16 cm diameter line and 1.77 and 4.87 ºC for the 15.24 cm diameter 
line, at the two lengths 10 and 20 m, respectively. Between 6:00 am and 6:00 pm, the heating 
effect of the exchanger system appeared, but in smaller degrees 1.35 and 3.25 ºC for the line of 
diameter 10.16 cm, in addition to the values 0.97 and 1.85 ºC for the line of diameter 15.24 cm, at 
lengths 10 and 20 m respectively.

In the evening, between 7:00 and 11:00, the heating effect of the temperature drop increased by 
1.32 and 3.44 ºC for the line of 10.16 cm diameter, and 0.96 and 2.4 ºC for the 15.24 cm line, at 
lengths 10 and 20 m respectively. The most hours of the day during which the heating effect 
appeared to be between 12:00 am and 9:00 am, when the temperature at the inlet ranged between 
2.5 and 10.7 ºC. 

Based on the results of One Way ANOVA with the Least Significant Difference (LSD) test that 
shown in Table 3, the level of statistical significance was 0.000 < 0.05, and the significant 
difference between the mean inlet and outlet air temperature at the two positions 10 and 20 m for 
the 10.16 cm diameter exchanger line was 2.83 and 6.8 ºC, respectively. As for the 15.24 cm line, 
it was 1.68 and 4.42 ºC as shown in Fig. 12. 
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For the tube of 10.16 cm diameter, the performance efficiency was 23.23% at 10 m position, 
while it was 56% at 20 m position with the least significant difference of 2.35. However, for the 
tube of 15.24 cm diameter, the performance efficiency was 13.79% at 10 m position, while it was 
36.28% at 20 m position with the least significant difference of 2.43.

The results could be supported and attributed to the fact that the rate at which heat is exchanged 
between air and soil, which is the heating capacity of EAHE, is expressed by the equation of heat 
exchange as shown in Eq. 2. 

Qout = m . Cp . ΔT (2)

The mass flow rate of the air, the volume flow rate of the air, and the thermal difference between 
outlet and inlet air temperature of the system and the coefficient of heating performance (COP)  
shown in Eq. 3, Eq. 4, and Eq. 5, Eq. 6, respectively.

m = ρ . V (3)

V = (π/4) . d2  . v (4)

ΔT = To - Ti (5)

COP = Qout / Qin (6)

The highest temperature differences obtained at the velocity of 1.5 m/s for 10.16 cm pipe 
diameter at 10 m and 20 m lengths were 5 ºC and 12.5 ºC, respectively. Thus at the inlet 
temperature of 2 ºC, the air density was ρ=1.28 kg/m3 and specific heat Cp=1003.2 J/ kg.ºC. From 
Eq. 4, the volume flow rate of the air is 0.012 m3/s, and the mass flow rate of the air is 0.0153 
kg/s according to Eq. 3. Therefore, the rates of gaining or losing heat by convection were 77.045 
W and 192.614 W, according to Eq. 2, respectively. The coefficient of heating performance 
(COP) was 0.9 and 2.266 according to Eq. 6 for 10 m and 20 m lengths, respectively.

At the same conditions for 15.24 cm pipe diameter and at 10 m and 20 m lengths, the highest 
temperature differences obtained between the inlet and outlet were 3 ºC and 7.5 ºC, respectively. 
The volume flow rate of the air is 0.0273 m3/s according to Eq. 4, and the mass flow rate of the 
air is 0.0349 kg/s according to Eq. 3. Therefore, the rates of gaining or losing heat by convection 
were 105.155 W and 262.888 W according to Eq. 2, respectively. The coefficient of heating 
performance (COP) was 0.841 and 2.1, for 10 m and 20 m lengths according to Eq. 6, 
respectively.

It is observed that the pipe with a smaller diameter and a longer length gives a larger thermal 
difference between the inlet and outlet of the pipe, but the increase in the pipe diameter increases 
the airflow rate, which gives more energy output by the system. However, compared to the input 
power consumed, the coefficient of heating performance (COP) of the smaller diameter is better.

These results agree with the findings of Sharan and Jadhav study [31] on a single tubular heat 
exchanger with a length of 50 m and a diameter of 10 cm buried at a depth of 3 m in India 
(Ahmedabad), the velocity of air inside the tube was 11 m/s, and the soil temperature at the depth 
studied in January was  24.2ºC, where the highest heating values obtained at the middle and end 
of the tube were 13.2 ºC and 14.7 ºC, and the lowest values 2.5 ºC and 3.6 ºC, respectively.
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Table 3. The results of One Way ANOVA with the Least Significant Difference (LSD).

Tube's 
diameter 

[cm]

Tube's
length 

[m]

Average 
temperature 

[ºC]

Standard 
deviation

Significance
level

Mean 
difference

[ºC]

Least 
Significant 
Difference

Ɛ
efficiency 

[%]

Inlet 6.32 3.04 inlet-10 m
2.83 -

10 m 9.15 2.64 inlet-20 m
6.83 23.2310.16

20 m 13.15 1.89

0.000

m-2010 m
4

2.35

56

inlet 6.32 3.04 inlet-10 m
1.68 -

10 m 8 2.67 inlet-20 m
4.42 13.7915.24

20 m 10.74 2.16

0.003

m-2010 m
2.74

2.43

36.28

Fig. 12. The amount of temperature raised by the height difference.

The results indicate a significant effect of the tube's length and its diameter on the temperatures, 
as increasing the length and reducing the diameter led to an increase in the outlet air temperature. 
The effect of airflow velocity on the heating performance of the exchanger during the periods of 
1st to 7th of December for a velocity of 2 m/s, and from 25th to 31st of December 2020 for a 
velocity of 1.5 m/s were studied for the line of the exchanger with a diameter of 10.16 cm. The 
hourly average temperatures were taken from 12:00 to 9:00 am, in which the best performance of 
the exchanger was during the aforementioned period, and a T-test was then performed on them. 

Table 4. The results of the T-test.

Soil temperature
[ºC]

 Velocity
[m/s]

Toutlet
[ºC]

Standard 
deviation T

Sig.(2-taild)
Significance

level

∆Toutlets
[ºC]

∆Tin-out
[ºC]

1.5 12.15 1.64 6.9918-19 2 14.27 0.77 3.69 0.002 2.12 5.5
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By comparison between the results of the two velocities 1.5 and 2 m/s, it was found that the value 
of T = 3.69 with a significance value of 0.002 is smaller than the significance level of 5% as 
shown in Table 4. Therefore, there are significant differences between the mean temperatures of 
the line of diameter 10.16 cm at the two different speeds, and the difference value is 2.12 ºC in 
favor of the lower velocity is 1.5 m/s as the two velocities 1.5 and 2 m/s raised the air 
temperature by 6.99 and 5.5 ºC respectively. This is in agreement with the simulation and 
experimental results of Bansal et al. study [32] of an exchanger consists of two different materials 
pipes (PVC and mild steel) with 23.42 m length and 0.15 m diameter buried at 2.7 m depth in 
India (Ajmer), and the airflow velocities were 2, 3.2, 4, and 5 m/s. The maximum increases in 
temperatures for both two pipes were 4.5 ºC and 4.8 ºC at an air velocity of 2 m/s.

The result of our study also is in agreement with Deldan et al. study [23] on heating a greenhouse 
using a single-tube heat exchanger of PVC with a length of 42 m and a diameter of 0.25 m at a 
depth of 3.5 m in India (Ludhiana). The study was carried out from October 2014 to February 
2015 at speeds from 2.3 to 24 m/s. The best performance was at the lowest speed, meaning that 
with increasing speed, performance decreased.

It was found that increasing the length of the tubes caused an increase in the contact surface area 
between the air and the soil (the heat exchange surface), which allowed for greater heat exchange, 
while increasing the diameter decreased the air pressure inside the tubes, which negatively 
affected the heat exchange process and increased the intake fan requirements. Moreover, using 
slow velocities of airflow through the pipes gave better performance because decreasing the air 
velocity to a certain extent increases the time of air contact with the tube surface and thus 
improves the heat transfer to and from the soil surrounding the pipes of the exchanger.

As previously mentioned, the highest temperature difference obtained at the velocity of 1.5 m/s 
for the pipe diameter 10.16 cm was 12.5 ºC, the volume flow rate of the air is 0.012 m3/s, and the 
mass flow rate of the air is 0.0153 kg/s according to Eq. 4 and Eq. 3, respectively. Therefore, the 
output energy is 192.614 W, according to Eq. 2, and the coefficient of heating performance 
(COP) was 2.266, according to Eq. 6.

At the air velocity of 2 m/s for the same pipe diameter (10.16 cm), the highest temperature 
differences obtained at the inlet and outlet temperatures were 3.7ºC and 12.3ºC, respectively. The 
air density was ρ=1.26  kg/m3 and the specific heat was Cp=1003.2 J/ kg.ºC. From Eq. 4, the 
volume flow rate of the air is 0.016 m3/s, and the mass flow rate of the air is 0.02 kg/s according 
to Eq. 3. Therefore, the output energy is 172.55 W, according to Eq. 2, and the coefficient of 
heating performance (COP) was 2.03, according to Eq. 6.

Based on these results, it is observed that the lower velocity gives a higher outlet temperature for 
the constant pipe diameter; this may be because the air remains within the pipe for a longer time, 
which allows for greater heat exchange and gives more temperature rise of the outlet air. This rise 
in temperature increases the output energy of the system and the coefficient of heating 
performance (COP).

4. Conclusion

From the results of this study, it was found that the heating efficiency of the 10.16 cm line 
increased by 56% when its length was increased to 20 m. The heating efficiency of the 15.24 cm 
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diameter line increased by 36.28%. Decreased airflow velocity inside the tubes increased heating 
by 6.99ºC. Accordingly, it is recommended to use tubular heat exchangers (air-ground) for 
conditioning agricultural greenhouses on the Syrian coast, but it is preferable to use thin plastic 
tubes with a length of not less than 15 m, with small diameters, and to use slow airflow velocities 
through the pipes, which gives better performance. Further investigations should focus on 
conducting more experimental studies on other parameters that affect the performance of the 
exchanger and in different regions to reach a reliable database. In addition, through modeling and 
simulation programs to predict the effectiveness of the thermal performance and behavior of the 
system. 
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1. Introduction

After excavation of mining roadway, the phenomenon of
upward heave of roadway floor is called floor heave. Floor
heave will reduce the roadway section, hinder pedestrians
and transportation, and hinder the mine ventilation. Many
mines have to invest a lot of manpower and material re-
sources to do temporary processing work such as “digging
the bottom.” Seriously, it will cause the whole roadway to be
scrapped and affect the safety of mine production [1–5].
+erefore, it is of great significance to study the floor heave
control of mining roadway.

In order to control the floor heave problem effectively,
many scholars have conducted a lot of exploration, and
many floor heave prevention and control technologies are
proposed. For example, He et al. [6] proposed the bolt, steel
mesh, and anchor coupling support technology for the floor
heave of deep coal roadway, which controlled the large
deformation and floor heave of deep coal roadway

effectively. Sun and Wang [7] studied the control method of
floor heave by the way of roadway cutting groove to relieve
pressure, which improved the stress state of the floor ef-
fectively. Aiming at the deformation and failure charac-
teristics of mining roadway, Bai et al. [8] put forward to
strengthen the floor and reduce the stress environment of
surrounding rocks for the control measures of floor heave,
and the control effect is remarkable. Li [9] proposed rein-
forcement floor and bottom angle control method for floor
heave of roadway, which laid the foundation for further
study of floor heave control. Wang et al. [10] studied the
floor heave control method of high-stress soft rock roadway,
took the triple roadway of themain belt conveyor roadway in
the west wing of Panyidong Mine as the research object, and
proposed the floor heave control scheme based on end
anchor cable bundle, which provided solutions and ideas for
the floor heave problem of high-stress soft rock roadway.
Chen et al. [11] proposed the floor heave control technology
of soft rock roadway with “floor anchor + floor
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hardening + relief groove + roof and side anchor (cable)
supplement” and achieved good engineering application
results. Wang et al. [12] proposed the support concept of
strong bottom reinforcement and modified the support
parameters in a timely manner by dynamic analysis
according to the degree of floor heave, which provided a
theoretical basis for the treatment of floor heave. Stankus
and Peng [13] proposed the supporting theory of coupling of
yielding support and rigid support and designed and applied
the retractable floor beam, which achieved good economic
and technical results. Many scholars have done a lot of
research on floor heave control, mainly focused on the
aspects of reducing surrounding rocks stress [14–17] and
increasing floor integrity [18–23], and achieved good control
results.

However, due to the complex diagenetic conditions of
Ningdong Mining Area in northwest China, the cohesion of
coal and rock is low, the internal friction angle is small, the
stress level of surrounding rocks is high, the roadway floor
has continuous deformation, and the floor heave is very large
[24–27]. +e application effect of the existing floor heave
control method in Ningdong Mining Area is limited. +e
method of floor heave control suitable for high-stress
roadway with soft rock needs further exploration, especially
in Ningdong Mining Area.

Based on the typical large deformation roadway with soft
rock in Zaoquan Coal Mine of Ningdong Mining Area, this
paper puts forward the innovative “relief-retaining” control
scheme of floor heave, and the specific parameters suitable
for floor heave control of no. 130203 return airway are
determined using numerical simulation method. Field
monitoring results verify the reliability of the proposed
“relief-retaining” control scheme and can provide some
reference for the floor heave control of similar roadways.

2. Engineering Background

Zaoquan Coal Mine in Ningdong Mining Area, as the main
production mine of Ningmei Group with an annual output
of 8 million tons, is located at the edge of Maowusu Desert
62 km southeast of Lingwu City, Ningxia, and the specific
geographical location is shown in Figure 1. +e length of the
minefield is 13 km from north to south, and the width from
east to west is about 4 km on average. +e minefield area is
56.6982 km2, and the geological reserves are 10.6574 million
tons.

+e research object of this paper is no. 130203 return
airway in Zaoquan Coal Mine. +e depth of roadway is
670m, the vertical stress is about 16.75MPa, the recoverable
length of strike is 2832m, and the inclined length is
198∼225m. +ere are 5∼15m coal pillars on the east side of
the working face adjacent to the goaf of no. 130202 working
face. +e west side is the no. 130205 preparation face under
excavation, the south side is the undeveloped area, and the
north side is the extension section of 13 mining areas.
+rough the in situ stress test of the return airway in 130203
working face, the results show that the maximum horizontal
principal stress of the roadway is 11.65MPa, which belongs
to the area of medium stress value.

+e strata of no. 130203 working face coal seam are
Middle Jurassic Yan’an Formation. +e floor is a typical soft
stratum, which is mainly the carbonaceous mudstone and
argillaceous sandstone, and the uniaxial strength is between
17MPa and 23MPa. +e soft strata of the floor lead to the
serious floor heave problem of the roadway under the in-
fluence of the high surrounding rocks stress of the floor
during the tunneling and mining of the no. 130203 roadway,
which affects the normal mining of the mine.+e floor heave
deformation of the roadway is shown in Figure 2.

3. “Relief-Retaining” Control Scheme of
Floor Heave

3.1. Control Scheme

3.1.1. Cutting Groove in the Floor. +e loose pressure relief
groove is arranged near the center of roadway floor in the
test area. In order to minimize the disturbance of sur-
rounding rocks outside the pressure relief groove, the
pressure relief groove is produced by smooth blasting, and
the sectional drawing and vertical view are as shown in
Figure 3.

3.1.2. Setting Retaining Piles at the Junction of Roadway Side
and Floor. +e retaining pile is inclined to the outside of the
roadway at a certain angle in the horizontal direction. +e
retaining pile is made of steel pipe, cement, and sodium
silicate slurry. By drilling a hole at a predetermined position,
installing a steel pipe in the hole and installing an anchor
cable inside the steel pipe, injecting cement and water glass,
and then applying a certain preload to the anchor cable after
solidification, the fabrication of retaining pile can be
completed. +e sectional drawing and vertical view are as
shown in Figure 4.

3.1.3. Drilling for Pressure Relief at Roadway Side.
Large-diameter pressure relief boreholes are arranged in the
solid coal side to transfer the peak value of lateral abutment
pressure to the deep coal side. At a certain height from the
floor of the roadway, two rows of large-diameter boreholes
are constructed along the roadway direction, which are
arranged in three-flower-hole layout. For the convenience of
site construction, a certain elevation angle can be brought in
the borehole construction. +e borehole diameter is gen-
erally 130mm, and the sectional drawing and vertical view
are as shown in Figure 5.

3.2. Parameter Selection

3.2.1. Simulation Scheme and Modeling. +e “relief-retain-
ing” control scheme of floor heave mainly involves the
following parameters: the depth and width of pressure relief
grooves, the length and spacing of retaining pile, and the
depth and spacing of large-diameter pressure relief bore-
holes in solid coal side. By comparing the construction
examples of mines with similar geological conditions, the
numerical simulation scheme is shown in Table 1. Physical
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and mechanical parameters of retaining pile are shown in
Table 2.

+is section takes the geological and mining conditions
of no. 130203 return airway in Zaoquan Coal Mine as the
background, adopts FLAC3D numerical software, selects no.
130203 working face as the engineering prototype, and
selects the length of X horizontal direction 200m, the length
of Y horizontal direction 50m, and the length of Z vertical
direction 150m to establish the numerical calculation
model. +e coarse sandstone is the upper boundary of the
model, and the medium sandstone is the lower boundary of
the model. +e strata from top to bottom are coarse
sandstone, siltstone, coal, mudstone, fine sandstone, and

medium sandstone. +e buried depth of field roadway is
about 700m, and 17.5MPa uniform compressive stress is
applied on the upper boundary of the model. +e specific
shape of roadway section is selected as rectangular roadway,
and the roadway size is 5.0m× 4.0m. +e specific model is
shown in Figure 6.

+e left and right, front and back, and lower boundaries
of the model are displacement boundaries, and the top of the
model is stress boundary conditions. +e mechanical pa-
rameters of coal and rock in the model are shown in Table 3.

3.2.2. Modeling Results

(1) Cutting Groove in the Floor. +e deformation and stress
distribution of roadway surrounding rocks with different
width of cutting grooves in the floor are shown in Figure 7.

It can be seen from Figure 7 that when the depth of
cutting groove is constant, with the increase of the width of
cutting groove, the deformation compensation space of the
floor surrounding rocks increases, and the floor heave
displacement of the roadway decreases gradually. In par-
ticular, when the width of cutting groove is not more than
0.6m, the floor heave displacement decreases rapidly. When
the width of cutting groove is more than 0.6m, the floor
heave displacement decreases slowly with the increase of the
width of cutting groove. It can be seen that when the cutting
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Figure 1: Floor heave of return airway in no. 130203 working face.
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Figure 2: Floor heave of return airway in no. 130203 working face.
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groove is set to control the floor heave, the width of cutting
groove should not exceed 0.6m.

(2) Setting Retaining Piles at the Junction of Roadway Side
and Floor. +e deformation and stress nephogram of
roadway surrounding rocks with different spacings of
retaining piles are shown in Figure 8.

From Figure 8, it can be seen that the floor heave dis-
placement increases with the increase of the spacing of
retaining piles, and the increase trend decreases gradually.
When the spacing of retaining piles exceeds 1.0m, the in-
crease of the spacing of retaining piles has little effect on the
improvement of floor heave control. From the economic
point of view, too small spacing of retaining piles will also

Roadway

Pressure relief 
groove

(a)

Roadway

Pressure relief 
groove

(b)

Figure 3: Schematic diagram of cutting groove in the floor. (a) Sectional drawing; (b) vertical view.

Retaining piles

Roadway

(a)

Retaining piles

Roadway

(b)

Figure 4: Indication diagram of retaining pile arrangement. (a) Sectional drawing; (b) vertical view.

Solid coal side

Roadway

Borehole

(a)

Borehole

Solid coal side

(b)

Figure 5: Large-diameter pressure relief drilling schematic diagram of solid coal side. (a) Sectional drawing; (b) vertical view.

Table 1: Numerical simulation scheme for control scheme of floor heave.

Control technologies and parameters Scheme 1 Scheme 2 Scheme 3

Pressure relief grooves Depth (m) 2.0 2.0 2.0
Width (m) 0.4 0.6 0.8

Retaining piles Depth (m) 3.0 3.0 3.0
Spacing (m) 0.5 1.0 1.5

Large-diameter pressure relief boreholes Depth (m) 10 10 10
Spacing (m) 0.8 1.0 1.2
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cause the increase of floor heave control cost. +erefore, the
simulation of the spacing of retaining piles in the no. 130203
working face of Zaoquan Coal Mine in Ningdong Mining
Area shows that the spacing of retaining piles is 1.0m.

(3) Drilling for Pressure Relief at Roadway Side. +e de-
formation and stress nephogram of surrounding rocks of
roadway with different spacings of pressure relief boreholes
are shown in Figure 9.

Figure 9 shows that the floor heave displacement in-
creases with the increase of the spacing of pressure relief
boreholes, and the increasing trend decreases gradually.
When the spacing of pressure relief boreholes exceeds 1.0m,
the effect of pressure relief boreholes on floor heave control
is not obvious. At the same time, when the spacing is re-
duced, the setting of dense drilling will further increase the
control cost. +erefore, considering the control cost and
control effect, the spacing of pressure relief boreholes in no.
130203 working face of Zaoquan Coal Mine in Ningdong
Mining Area is 1.0m.

In summary, the main parameters for determining the
“relief-retaining” control scheme of floor heave are as fol-
lows: the depth and width of pressure relief groove are 2.0m
and 0.5m, respectively. +e length and spacing of retaining
piles are 3.0m and 1.0m, respectively. +e depth and
spacing of large-diameter pressure relief boreholes at the
roadway side are 10.0m and 1.0m, respectively.

4. Analysis of Result

+e scheme is implemented outside 200m of advanced
working face, and the roadway with similar geological
structure, surrounding rocks property, and coal pillar sizes
should be selected for test. +e length of the test area is
200m. +e test area division and the corresponding station
layout are shown in Figure 10. +e original support scheme
was used as the control section in the first 100m, and the last
100m was the test section of the “relief-retaining” control
scheme of floor heave in this paper. +e monitoring results
are as follows.

Table 2: Physical and mechanical parameters of retaining pile.

Name Diameter (mm) Density (kg·m−3) Elastic modulus (GPa) Poisson ratio
Retaining piles 50 2500 35 0.2

Table 3: Physical and mechanical parameter table of numerical model materials.

Lithology Density
(kg·m−3)

Compressive
strength (MPa)

Tensile
strength
(MPa)

Elastic
modulus
(GPa)

Internal
cohesion (MPa)

Internal
friction angle

(°)
Poisson ratio

Medium grained
sandstone 2300 21.76 0.61 11.73 1.62 32 0.25

Gritstone 2360 28.39 0.83 21.35 1.83 36 0.21
Siltstone 2860 27.62 0.71 19.04 1.24 37 0.23
Mudstone 2620 17.36 0.56 9.60 0.86 34 0.24
Fine-sandstone 2510 23.30 0.96 14.37 1.36 47 0.21
Carbon
mudstone 2650 17.36 0.56 8.03 0.47 27.25 0.24

Coal 1310 11.65 0.47 8.71 0.50 26.36 0.23
Siltstone 2860 27.62 0.71 19.04 1.42 37 0.23

150 m

200 m
50 m

x

y
z

130201
working face

130203 Return 
airway

Figure 6: Numerical calculation model diagram of no. 130203 working face.
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Figure 7: Deformation and stress distribution of roadway surrounding rock with different floor cutting groove width. (a) Vertical strain of
0.4m; (b) vertical stress of 0.4m; (c) vertical strain of 0.6m; (d) vertical stress of 0.6m; (e) vertical strain of 0.8m; (f ) vertical strain of 0.8m.
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Figure 8: Deformation and stress distribution of roadway surrounding rocks with different spacings of retaining piles. (a) Vertical strain of
0.5m; (b) vertical stress of 0.5m; (c) vertical strain of 1.0m; (d) vertical stress of 1.0m; (e) vertical strain of 1.5m; (f ) vertical stress of 1.5m.
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4.1. Deformation Law of Roadway Surrounding Rocks.
+e “cross-bonded method” was used to observe the surface
displacement of roadway surrounding rocks, the multipoint
displacement meter was used to observe the deep dis-
placement of roadway surrounding rocks, and the roof and
floor of roadway are the main monitoring object. +e main
monitoring results are as follows.

(1) Deformation law of roadway roof and floor
With the mining of no. 130203 working face, the
surrounding rocks deformation of return airway
shows different changes. +e monitoring results of
roof falling capacity and floor heave displacement of
each station are shown in Figures 11 and 12, re-
spectively. In order to facilitate data comparison, the
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Figure 9: Deformation and stress distribution of surrounding rocks in mining roadway with different spacings of pressure relief
boreholes. (a) Vertical strain of 0.8 m; (b) vertical stress of 0.8 m; (c) vertical strain of 1.0 m; (d) vertical stress of 1.0 m; (e) vertical
strain of 1.2 m; (f ) vertical stress 1.2 m.
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data of each station are recorded at 120m from the
working face.
It can be seen from Figure 11 that when the mea-
suring point is 80m away from the working face, the
roof falling capacity of roadway is small. Within the
range of 80–30m from the working face, the sur-
rounding rocks of the roadway are affected by the
advanced abutment pressure, and the roof falling
capacity begins to increase significantly. When the
distance from the working face is within 30m, the
roof falling capacity of the control section is still
increased, and the speed of the roof falling capacity
of the test section is gradually slowed down. +us,
the mining roadway is less affected by the mining of
the working face outside 80m and is in the slow
deformation stage. +e influence range of the ad-
vanced abutment pressure of the working face is
80m ahead of the working face.
At the same time, by comparing the change of roof
falling capacity of each station, the maximum values
of the control section are 1366mm and 1364mm,
respectively, with an average of 1365mm. +e
maximum values of roof falling capacity in the test
section were 598mm and 594mm, respectively, with
an average of 596mm, which were 43.67% lower
than those in the control section, and the control
effect was obvious.
By comparing the change of floor heave displace-
ment of each station, it can be seen from Figure 12
that the deformation of floor heave in the initial test
section is slightly larger than that in the control
section, which is because the integrity of the floor is

reduced due to the initial construction. In the pro-
cess of approaching the working face, the floor heave
displacement of the control section increases rapidly,
while the increase of the test section is slow, indi-
cating that the measures of the test section begin to
play a key role. In addition, compared with the
monitoring data of each station, the maximum
values of the control section were 1257mm and
1267mm, with an average of 1262mm. +e maxi-
mum floor heave displacement of the test section was
414mm and 406mm, with an average of 410mm,
which was 852mm lower than that of the control
section, and the decrease was 67.49%, indicating that
the floor heave displacement of the test section was
significantly lower than that of the control section.
At the same time, it can be seen from the control
section that the floor heave displacement accounts
for a large proportion in the deformation of roadway
roof and floor. When the deformation of roadway
roof and floor is the largest, the floor heave dis-
placement accounts for about 48.16% of the roof to
floor convergence, while the floor heave displace-
ment of the test section accounts for about 40.99% of
the deformation of roadway, indicating that the floor
heave displacement of the test section is effectively
reduced due to the implementation of the “relief-
retaining” control scheme of floor heave, which has a
good control effect on the floor heave of roadway.

(2) Deformation law of thickness increasing value of
0–2m floor strata
With the mining of working face, the deformation of
surrounding rocks of roadway floor has different

Working face 
advancing direction

130203 Return airway

130203 Belt roadway

130202 Goaf

100 m
Test section

100 m
Control section

Station 1

25 m25 m25 m25m 50 m 50 m

Station 2Station 3Station 4

Test area

Figure 10: Test area and station layout diagram.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

"Relief-Retaining" Control Technology... B. Mohanty et al.352



changes. +e monitoring results of the average de-
formation of the surrounding rocks of the roadway
floor in the control section and the test section are
shown in Figure 13. Because the depth of the cable
claw at the deepest point of the multipoint dis-
placement meter of the roadway floor is 2m, the
monitoring data of the deep 2m position of the
roadway floor are compared and analyzed. At the
same time, in order to facilitate data comparison, the
data of each station are recorded from 120m away
from the working face.
Comparing the average change of surrounding rocks
of roadway floor between the control section and the
test section, it can be seen that before 80m from the
working face, the deformation trend of surrounding
rocks of roadway floor in the test section and the
control section is similar, but the deformation speed
of the test section is slightly smaller than that of the
control section. In the range of 80–50m from the
working face, the deformation of the test section is
still very stable, but the deformation of the control

section increases sharply, and the deformation of the
surrounding rocks of the roadway floor in the test
section is much smaller than that of the control
section. Within 50m, the deformation of the control
section slightly slowed down, while the deformation
of the test section was still relatively stable and
maintained at a low growth state.
From the monitoring data, it can be seen that
during the period from 120m from the measuring
station to the working face until the working face is
pushed past the measuring station, the deforma-
tion of roadway floor surrounding rocks in the test
section was significantly reduced compared with
that in the control section. +e maximum defor-
mation value of roadway floor surrounding rocks
in the control section was 333mm, and the de-
formation value of roadway floor surrounding
rocks in the test section was 82mm, which was
reduced by 75.38%, indicating that the effect of the
“relief-retaining” control scheme of floor heave
was significant.
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Figure 11: Curve diagram of roof falling capacity of each station.
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After monitoring the station, the deformation of
surrounding rocks in different layers of roadway
floor is counted, and the deformation of surrounding
rocks in different layers of roadway floor is shown in
Figure 14. It can be seen from Figure 14 that whether
the test section or the control section, the defor-
mation of surrounding rocks of roadway floor
gradually decreases with the increase of depth. By
comparing the deformation of surrounding rocks in
different layers of the test section and the control
section, it is found that the deformation of the test
section in each layer is smaller than that in the
corresponding layer of the control section. +e
shallower the layer is, the more obvious the reduc-
tion effect of the test section scheme is. In particular,
the effect is the most obvious when the shallow part is
0–0.5m. +e deformation reduction of the test
section is 155mm, which is 75.61% lower than that of
the control section.

4.2. Stress Variation Law of Roadway Surrounding Rocks.
In the mining process of no. 130203 working face, the stress
of roadway surrounding rocks shows a certain change rule.
+e MSC-400 cable dynamometer is used to monitor the
average stress of roadway surrounding rocks. +e moni-
toring results of the control section and the test section are
shown in Figure 15. In order to facilitate data comparison,
the data of each station are recorded from 190m away from
the working face.

It can be seen from the monitoring data that within the
range of 30–35m from the working face, the cable force in
the control section and the test section appears to be the
maximum. +e maximum force of cable in the control
section appears at about 35m from the working face, which
is about 206.06 kN. +e maximum force of the cable in the
test section appears at about 30m from the working face,
which is about 140.13 kN. Compared with the control

section, the test section is reduced by 32.54%, indicating that
the “relief-retaining” control scheme of floor heave has a
certain effect on reducing the force of surrounding rocks.

4.3. Discussion. +e analysis of the above monitoring results
shows that the deformation of the surrounding rocks of the
mining roadway is effectively controlled after the “relief-
retaining” control scheme of floor heave. +e floor heave
displacement is reduced by 67.49%, and the cable force is
reduced by 32.54%. +e stress environment and stability of
the surrounding rocks are significantly improved, which has
played a good demonstration role. +e main reason is that
the “relief-retaining” control scheme of floor heave liberates
the deformation of floor, reduces the stress of surrounding
rocks, and effectively blocks the transmission of horizontal
stress, which will greatly reduce the deformation and stress
of floor.

Many studies have been carried out by many scholars on
the floor heave control of roadways with similar conditions
[4, 16, 28–31]. For example, Gu et al. [28] proposed the
combined support of bolt grouting and grooving to control
floor heave for the floor of return airway in 2407 working
face of high-stress roadway with soft rock in Yuhua Coal
Mine, Tongchuan, and the field monitoring showed that the
floor heave displacement was reduced by 61.5%. +is not
only reduces the impact of horizontal stress but can also lead
to difficulty in repairing the floor. Compared with the above
scheme, the “relief-retaining” control scheme of floor heave
proposed in this paper can effectively reduce the stress
concentration degree of roadway side and resist the trans-
mission of horizontal stress of floor, so as to reduce the
influence of horizontal stress on floor strata. At the same
time, it can provide certain free space for floor deformation
and liberate the deformation of roadway floor, so the control
effect is better than the above scheme.

In summary, it can be seen that the mechanism of floor
heave is likely to be related to the horizontal stress and the
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stress concentration degree of roadway side and floor. For
example, the floor heave can be reduced to a certain extent
by reducing the stress concentration by implementing the
pressure relief of large-diameter boreholes on roadway side.
+e next step will focus on these three factors to carry out the
related research on the mechanism of floor heave in high-
stress roadway with soft rock.

5. Conclusions

Based on the serious floor heave problem of no. 130203
working face return airway in Zaoquan Coal Mine of
Ningdong Mining Area, an innovative “relief-retaining”
control scheme of floor heave is designed, and the specific
parameters suitable for floor heave control of no. 130203
return airway are determined; then the feasibility of the

technical scheme is verified by engineering practice in the
field. +e main conclusions are as follows.

(1) Taking the typical high-stress soft rock roadway with
large deformation in Zaoquan Coal Mine of Ning-
dong Mining Area as the background, the “relief-
retaining” control scheme of floor heave is proposed,
which is the comprehensive measure of “cutting
groove in floor + drilling for pressure relief at
roadway side + setting retaining piles at the junction
of roadway side and floor.”

(2) +e specific parameters suitable for floor heave
control of no. 130203 return airway are determined
using numerical simulation method. +e depth and
width of pressure relief groove are 2.0m and 0.5m,
respectively. +e length and spacing of retaining
piles are 3.0m and 1.0m, respectively.+e depth and
spacing of large-diameter pressure relief boreholes
are 10.0m and 1.0m, respectively.

(3) By conducting “relief-retaining” control scheme,
field monitoring results show that the average roof
falling capacity is 596mm, and the average floor
heave displacement is 410mm, which are, respec-
tively, 43.67% and 67.49% less than the control
section. +e maximum force of cable is about
140.13 kN, which is 32.54% less. +e deformation
and failure of roadway surrounding rocks, especially
floor heave, are well controlled.
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1. Introduction

Gas drainage is an effective way to eliminate the danger of coal
and gas outbursts in China at present [1–4]. In recent years,
with the development of drilling rig equipment and drilling
technology, gas drainage technology with long boreholes has
made rapid progress [5–7]. Gas migration significantly affects
the gas drainage effect of long boreholes. -erefore, a correct
understanding of the law of coal gas migration is of great
significance for preventing and controlling coal mine gas di-
sasters and promoting long drilling technology [8–12].

At present, many scholars have studied the multifield
coupling model of coal seam gas migration. -e coal res-
ervoir is a typical double pore system composed of interlaced
fractures and coal matrices [13–15]. Coal seam gas migration

mainly includes two processes: diffusion and seepage. First,
the gas is desorbed from the coal matrix and diffused into the
fissures under the action of a concentration gradient. -is
process conforms to Fick’s law of diffusion. -en, the gas in
the fissure flows to the borehole under the action of the
pressure gradient, and this process conforms to Darcy’s law
[16]. Su et al. [17] described a dual pore model that paralleled
coal seam gas migration. -e diffusion and seepage of gas in
gas drainage are simulated, and the influence of diffusion
coefficient on gas pressure evolution and permeability in
fractures is analyzed. Dong et al. [18] analyzed the mech-
anism of negative pressure in gas drainage through a gas-
solid coupling model and put forward a method to reduce
the negative pressure of drainage to improve gas drainage
efficiency. Mora and Wattenbarger [19] summarized the
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correct shape factor formulas considering constant drainage
rate from a matrix block and constant pressure in the ad-
jacent fractures through numerical simulation. However, the
above research mainly analyzed the gas drainage effect in
conventional borehole gas drainage.-ere are few studies on
gas drainage with long boreholes along the seam.

On the other hand, to evaluate the effect of long borehole
gas drainage, it is necessary to study the reasonable length of
the borehole for long borehole drainage [20–22]. If the
length of the borehole is too large, due to the attenuation of
the negative pressure in the borehole, the gas content at the
bottom of the long borehole will be high, making it difficult
to reach the drainage index. If the length of the borehole is too
short, it will result in low efficiency of gas drainage measures
[23–25]. At present, the methods to determine the effective gas
drainage radius include on-site measurement and theoretical
calculation methods [26, 27]. -e on-site measurement mainly
determines the residual gas content of the gas after the gas
drainage. In terms of theoretical calculations, the effective gas
drainage radius is determined mainly based on the gas flow
theory in the borehole and the characteristics of coal seam gas
seepage. [28, 29] -e practice of predecessors in gas drainage
has achieved remarkable results. In the case of a short borehole
length, the negative pressure of gas drainage in the borehole
does not decrease significantly, and there is still a large negative
pressure for gas drainage at the bottom of the borehole. After a
period of time of extraction, there is little difference in residual
gas content before and after the borehole. However, for long
boreholes along the bedding, when the negative pressure at-
tenuation is apparent, the residual gas content at the bottom of
the borehole is still relatively large. -erefore, it is necessary to
study the reasonable length of the borehole for long borehole
drainage.

-is paper first elaborates and establishes a multifield
couplingmodel of gas migration in coal which considers coal
matrix gas diffusion, fissure gas seepage, permeability evo-
lution law, and coal deformation law.-en, the change value
of the residual gas content per unit time is used to calculate
the gas drainage volume and then quantify the gas drainage
effect of the long borehole. Finally, the COMSOL software
was adopted, and the fully coupled numerical simulation
method was used to analyze the drainage effects of different
layouts and lengths of long boreholes along the bedding.-e
research results are expected to provide a theoretical basis
for gas drainage from long boreholes along the bedding.

2. Multifield Coupling Model for Gas-Bearing
Coal Seams

2.1. Model Assumptions. -e multifield coupling model for
gas-bearing coal seams is established based on the following
assumptions:

(a) Coal seam is a homogeneous, isotropic, double-
porosity elastic medium

(b) -e influence of water on gas migration in coal
seams is ignored

(c) -e coal seam is an isothermal system, and gas is an
ideal gas

(d) -e strain of the coal skeleton is infinitesimal [14,
16, 17]

2.2. Effective Stress Principle. In order to better describe the
mechanical response of pore and fissure dual media under
gas pressure, the effective stress law of dual porous media is
introduced when establishing the permeability model [16]:

σe
ij � σij − βfpf + βmpm δij, (1)

where σe
ij is the effective stress, MPa; σij is the total stress,

MPa; δij is the Kronecker delta (1 for i� j and 0 for i≠ j); pf

and pm are pressure in the fractures and matrix blocks,
respectively, Pa; and βf and βm are the effective stress co-
efficients for pore and fracture, respectively.

-e effective stress coefficients βf and βm of the cracks in
(1) can be calculated by the following formulas, respectively:

βf � 1 −
K

Km

,

βm �
K

Km

−
K

Ks

,

(2)

where K is the bulk modulus of the coal body, MPa; Km is the
bulk modulus of the coal matrix, MPa; and Ks is the bulk
modulus of the coal body skeleton, MPa.

-e following formulas can calculate the above three
bulk moduli:

K �
E

3(1 − 2υ)
,

Km �
Em

3(1 − 2υ)
,

Ks �
Km

1 − 3ϕm(1 − υ)/[2(1 − 2υ)]
,

(3)

where E is the elastic modulus of the coal body, MPa; Em is
the elastic modulus of the coal matrix, MPa; υ is Poisson’s
ratio of the coal; and ϕm is the coal matrix porosity, %.

2.3. Dynamic Evolution Equation of Coal Porosity and
Permeability. Palmer and Mansoori [30] proposed a
widely used permeability model (PM model) suitable for
uniaxial strain conditions. However, the PM model was
established based on the coal seam containing only cracks.
-e coal seam is usually modeled as a dual-porosity
medium containing both cracks and pores. -erefore, this
study adopts the dual-porosity poroelasticity theory. -e
revised crack porosity model is shown in the following
equation:

ϕf

ϕf0
�

εL

ϕf0

K

M
− 1 

pm

PL + pm

−
p0

PL + p0
  + 1

+
1

Mϕf0
βf pf − p0  + βm pm − p0(  ,

(4)
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modulus, MPa; and p0 is the initial pressure in the matrix
blocks, Pa.

According to the Kozeny–Carman equation [31, 32], the
coal seam permeability k is

k

k0
� 1 +

1
Mϕf0

βf pf − p0  + βm pm − p0(   +
εL

ϕf0

K

M
− 1 

pm

PL + pm

−
p0

PL + p0
  

3

, (5)

where k0 is the coal seam permeability, m2.

2.4. Diffusion Equation of Gas in Coal. -e mass exchange
between the matrix and the fissures in the coal body can be
expressed by the following equation:

Qm � Dχ
MC

RT
pm − pf , (6)

where Qm is the mass exchange between coal pores and
cracks, kg/(m3·s); χ is the matrix shape factor, m−2;MC is the
molar mass of methane, kg/mol; D is gas diffusion coeffi-
cient, m2/s; R is the universal gas constant, J/(mol·K); and T
is the coal seam temperature, K.

-e following formula can calculate the diffusion
coefficient:

D � D0 exp(−ξt), (7)

where ξ is the attenuation coefficient of the dynamic dif-
fusion coefficient, s−1, and D0 is the initial gas diffusion
coefficient, m2/s.

According to the Langmuir equation, the gas content per
unit volume of coal matrix can be obtained as

mp �
abpmρcMC

1 + bpm( Vm

+ ϕm

MCpm

RT
, (8)

wheremp is the gas content per unit mass of the coal matrix,
kg/m3; ρc is the apparent density of the coal, kg/m3; ϕm is the
matrix porosity, %; a is the Langmuir volume constant, m3/
kg; b is the reciprocal of Langmuir pressure constant, Pa−1;
and Vm is the molar volume of methane under standard
conditions, m3/mol.

From the conservation of mass, it can be seen that the
relationship between the amount of change in matrix gas
content and Qm is

zmp

zt
� −Qm. (9)

Substituting (6)∼ (8) into (9), the governing equation for
gas diffusion is

zpm

zt
� −

bχVm pm − pf  pm + PL( 
2

aRTρc + bϕmVm pm + PL( 
2D0 exp(−ξt). (10)

2.5. ?e Seepage Equation of Gas in Coal. According to the
law of conservation of mass, the change in gas mass in a
fracture is equal to the gas diffused into the fracture by the
pore minus the gas flowing into the borehole from the
fracture; namely,

MC

RT
zϕfpf

zt
� Qm 1 − ϕf  − ∇

MC

RT
pf]f , (11)

where vf is the gas flow velocity in the crack, m/s.
Moreover, the flow of gas in the cracks of the coal body

conforms to Darcy’s law; then,

]f � −
k

μ
∇pf, (12)

where μ is the dynamic viscosity of the gas, Pa·s.
By combining the above equations, the governing

equation of gas percolation can be obtained as

ϕf

zpf

zt
+ pf

zϕf

zt
− ∇ pf

k

μ
∇pf  � Dχ pm − pf  1 − ϕf .

(13)

2.6. Deformation Equation of Gas-Bearing Coal. -e defor-
mation equation of gas-containing coal is composed of the
stress balance equation, geometric deformation equation,
and stress-strain relationship [33], which can be expressed as

Gui,jj +
G

1 − 2]
uj,ji − βfpf,i − βmpm,i + Fi � 0, (14)

where G is the coal’s shear modulus, MPa, and ui is the
displacement component in the i-direction.

-e above control equations constitute a multifield
coupling model for gas-containing coal seams that com-
prehensively consider the coal skeleton compression effect
(effective stress effect) and matrix shrinkage effect. -e
coupling relationship between the physical fields is shown in
Figure 1.

3. Geometric Model and Definite
Solution Conditions

3.1. Geometric Model. In order to analyze the effect of gas
drainage with long boreholes along the seam, two gas

where ϕf is the fracture porosity, %; ϕf0 is the initial fracture 
porosity, %; εL is Langmuir volumetric strain constant; PL is 
Langmuir pressure constant; M is the limiting axial
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drainage schemes under two conditions have been estab-
lished :

(1) Gas drainage with long boreholes along the seam
-e geometric model is shown in Figure 2.-e 240m
long boreholes along the seam were constructed in
the direction of the coal seam’s inclination in the
machine roadway or wind roadway in the working
face. -e borehole spacing distance is 2m, and ten
long boreholes along the seam were constructed.

(2) -e combination of long boreholes along the seam
and penetrating boreholes

-e geometric model is shown in Figure 3. -e 90m
long boreholes along the seam were constructed in
the machine lane and the winding lane in the
working face along the direction of the inclination of
the coal seam. -e borehole spacing distance is 2m,
and 20 long boreholes along the seam were con-
structed. Moreover, the penetrating boreholes were
constructed in the middle of the working face of the
bottom-drawing roadway, and the position of the
final hole of the penetrating boreholes is shown in
Figure 3. -e boreholes are spaced 2m apart in both
the strike and inclination directions, and a total of
290 penetrating boreholes have been constructed.
-e size of the coal seam under these two drainage
schemes is 400× 240m.

-e numerical simulation software used in this study is
COMSOL Multiphysics. -e simulation uses the PDE
module and the solid mechanics module in COMSOL to
calculate the model. -e parameters used in the numerical
simulation are shown in Table 1 [17].

3.2. Model Validation. To verify the correctness of the
multi-field coupling model of gas-bearing coal seams
established in this paper, the use of mathematical models
of Liu et al. [16] coal seam gas pressure data was compared
to verify. A model consisting of three horizontal coal
layers was established. -ere is a coal seam with a width of
40 meters and a height of 4 meters between the two rock
layers. -e drill hole is located in the center of the coal
seam. -e other parameters used in the model are con-
sistent with those in the Liu model. After COMSOL
numerical calculation, the experimental results are shown
in Figure 4. It can be seen from Figure 4 that the gas-solid
coupling model established in this paper is in good agree-
ment with Liu’s model.

4. Quantitative Characterization of Gas
Drainage Effect in Boreholes

It can be seen from Section 1 that, at time t and t +Δt, the gas
content in the coal seam is

mt �
VLpm(t)

pm(t) + PL

Mc

VM

ρc + ϕm

Mc

RT
pm(t),

mt+Δt �
VLpm(t +△t)

pm(t +△t) + PL

Mc

VM

ρc + ϕm

Mc

RT
pm(t +△t).

(15)

In the formula, mt and mt +Δmt represent the gas
content in the coal seam when the drainage time is t and
t +Δt, respectively.

According to the above formula, the gas content
extracted from the coal seam after the gas drainage ofΔt time
is as follows:

ϕf

ϕf 0

1+ 1 +
Mϕf 0

GGui,jj + 1–2V

εL

ϕf 0

K
M

Pm
PL + Pm

P0
PL + P0

(

( )

() )= –1 –

(8)

∂pfϕf ∇pf ) = Dχ (pm – pf)(1–ϕf)∇(pf ∂t

∂pm bχVm(pf – pm)(pm + pL)2

aRT ρc + bϕmVm(pm + pL)2∂t
∂ϕfpf
∂t

k
μ

(1)

(3) (4) (5) (6) (7)

(2)

(1)
βf (pf – p0) + βm (pm – p0) 

ui,jj – βf pf, i

(2)

–βm pm, i + Fi = 0

+ – = – D0 exp (–ξt)
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Figure 1: Schematic diagram of physics coupling relationship.
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m△t � B
Ω

mt − mt+△t( dv. (16)

Based on the above formula, the gas content extracted
within a certain period can be obtained by integration with
COMSOL software.

5. Results and Discussion

5.1. Influence of Drilling Layout on the Effect of Gas Drainage.
Figure 5 is a cloud map of coal seam gas content under
different drainage times in long boreholes along the seam. It
can be seen from Figure 5 that, under the action of negative
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Figure 2: -e arrangement of long boreholes along the seam.
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Figure 3: Borehole layout method for gas drainage combined with long boreholes along the seam and penetrating boreholes.
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Table 1: Parameters used in numerical simulation [17].

Parameter Value
Modulus of elasticity of coal 2713MPa
Poisson’s ratio of coal 0.339
Initial porosity 0.072
Initial gas pressure 1.08MPa
Initial coal permeability 0.02 mD
Coal initial diffusion coefficient 1× 10−12m2/s
Attenuation coefficient 2×10−8 s−1

Langmuir pressure constant 1.8672MPa−1

Langmuir volume constant 14.4348m3/t
Coal density 1250 kg/m3

-e molar mass of methane 0.016 kg/mol
Drainage time 360 d
Time step 1 d
Ambient temperature 293 K
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Figure 4: Data comparison between the model in this article and Liu’s model at different extraction times.
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Figure 5: Cloud map of coal seam gas content under different drainage time in the case of long boreholes along the seam.
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pressure in the borehole, the gas pressure around the
borehole is significantly lower than that of the distant coal
body. Furthermore, because the borehole spacing distance is
only 2m, the gas pressure between the drill holes is sig-
nificantly reduced, and there is no apparent blank zone. In
addition, the length of the borehole reaches 240 meters and
runs through the entire working face. -erefore, the contact
area between the borehole and the coal body is large, and the
drainage effect is good. On the other hand, as the drainage
time increases, the gas content around the borehole grad-
ually decreases, and the influence range of borehole drainage
gradually increases. For example, after 360 days of drainage,
the gas content of the coal body covered by the borehole was
significantly reduced to 3m3/t, which was significantly lower
than the gas content of 5 days of drainage.

At present, due to limited drilling rig equipment in some
domestic mining areas, the construction length of long
boreholes along the seam is limited, so there must be a blank

zone of gas drainage in the middle of the working face. To
ensure the safety of the working face during the mining
period, penetrating boreholes are usually used to extract the
coal seam gas in the middle of the working face. -e
boreholes arrangement in this section is based on the above
facts.

Figure 6 is a cloud map of coal seam gas content under
different drainage times in combined drainage with long
boreholes along the seam and penetrating boreholes. It can
be seen from Figure 6 that the distribution of residual gas
content in coal seams is different from that in Figure 5. -e
gas content in long boreholes along the seam drainage area is
significantly lower than that of penetrating boreholes
drainage area. For example, at five days of drainage, the gas
content in the area covered by the long boreholes along the
seam has dropped to 4m3/t, while the gas content in the
penetrating boreholes covering the coal seam is about 8m3/t.
According to the analysis in Section 1, the gas drainage
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Figure 6: Cloudmap of coal seam gas content under different drainage times under the combined drainage of long boreholes along the seam
and penetrating boreholes.
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volume per unit time of a borehole is mainly determined by
the permeability and the contact area of the borehole.
-erefore, the gas drainage effect of long boreholes along the
seam is significantly higher than that of penetrating bore-
holes. In addition, with the increase of the extraction time,
the gas content of the coal body around the borehole is
consistent with the previous analysis. One point that needs
to be particularly pointed out is that, with the increase of the
drainage time, the difference between the gas drainage effect
of the long boreholes along the seam and the penetrating
boreholes gradually decreases.

For example, at 360 days of drainage, the gas content in
the long boreholes along the seam area is about 2.5m3/t, and
the gas content in the penetrating boreholes area is also
reduced to about 3m3/t.

It can be seen that the drainage effect of the long
boreholes along the seam arrangement is significantly higher
than that of the combined long boreholes along the seam and
penetrating boreholes. However, it is difficult to intuitively
compare the drainage effects of the two drilling arrange-
ments based on the distribution cloud map of the residual
gas content after coal seam drainage. To solve the problems
mentioned above, this paper proposes a quantitative char-
acterization method for the effect of borehole gas drainage in
Section 3. Based on this quantitative characterization

method, the gas drainage volume under different borehole
layouts can be obtained. -is paper takes the combined
drainage volume of long boreholes along the seam and
penetrating boreholes as the benchmark. It can be concluded
that there is an increase in drainage under the condition of
long boreholes along the seam relative to the combined
drainage, as shown in Figure 7. It can be seen from Figure 7
that the gas drainage volume in the bedding long borehole
layout is similar to the gas drainage volume under the
combined layout under the same drainage time. For ex-
ample, in the early stage of drainage, the drainage volume
under the long borehole layout is 1.025 times that of the
combined drainage, and it gradually decreases in the later
stage, down to 0.94 times at the lowest level. In addition,
considering the construction cost of tunnel extraction and
drilling through layers, it can be considered that the long
boreholes along the seam can reduce the pressure and
content of coal seam gas faster in the process of gas drainage
in coal mines. -e danger of gas outbursts in the working
face is eliminated, and construction costs are reduced.

Figures 8 and 9 are the streamline diagram of the long
boreholes along the seam and the streamline diagram of the
combined boreholes through bedding during the 360-day
drainage. It can be seen from Figure 8 that the gas migration
streamlines of the long boreholes along the seam are
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Figure 8: Streamline diagram of the long boreholes along the seam.
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perpendicular to the borehole. -e gas flows neatly and
orderly to the boreholes, with almost no influence on each
other, conforming to radial flow. It can be seen from Figure 9
that the gas streamlines in the long boreholes along the seam
area still show a radial flow, while the gas flow in the
penetrating boreholes area is messy. In addition, the tur-
bulent gas streamlines interfere with each other at the in-
tersection of the long boreholes along the seam and

penetrating boreholes. -e gas migration between boreholes
is subject to drainage forces in multiple directions, not
conducive to gas drainage.

-e above analysis compares and analyzes the drainage
effect of the arrangement of long boreholes along the seam
and the combined arrangement of penetrating boreholes and
the long boreholes along the seam from the three aspects of
gas drainage volume, gas flow line, and drilling construction
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Figure 9: Streamline diagram of the combined layout of penetrating boreholes and the long boreholes along the seam.
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Figure 11: Cloud map of coal seam gas content distribution under different drainage time of 90-meter borehole.
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cost. It can be seen that long boreholes along the seam have
advantages in all aspects. -erefore, it is recommended that
the arrangement of long boreholes along the seam is used in
gas drainage in the working face.

5.2. Influence of Drilling Length on the Effect of Gas Drainage.
To study the impact of the length of the long borehole along
the bedding on gas drainage, numerical simulations of gas
drainage with borehole lengths of 90m, 120m, 150m,
180m, 210m, and 240m were carried out. -e geometric
model is shown in Figure 10.

When the borehole length is 90m, the gas content
distribution around the borehole at different extraction
times is shown in Figure 11. It can be seen from Figure 11
that, under the action of the borehole negative pressure, as

the drainage time increases, the gas content around the
borehole gradually decreases, and the range of influence of
borehole drainage gradually increases.

To quantitatively analyze the distribution of gas content
around the borehole under different extraction times, a
monitoring line is selected along the direction and incli-
nation of the working face, and the gas content change law
on it is analyzed. -e monitoring line in the strike direction
is 45m away from the roadway wall, and the monitoring line
in the inclined direction is first 5m away from the borehole.
Figure 12 shows the distribution of gas content on the
monitoring line under different extraction times. From
Figure 12(a), when the borehole length is 90m, in the strike
direction, as the drainage time increases, the gas content of
the coal seam gradually decreases. At a distance of 5m from
the borehole, the gas content at a drainage time of 180 days is
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Figure 12: Distribution of gas content in 90m borehole with different drainage time: (a) gas content distribution on the monitoring line in
the strike direction; (b) distribution of gas content in the trend direction monitoring line.
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Figure 13: Cloud map of coal seam gas content under different drainage time of 150-meter borehole.
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reduced by 1.0m3/t and 1.3m3/t compared with the gas
content at a drainage time of 30 days and five days. In the
direction of the trend, the gas content of the coal seam
gradually decreases with the increase of the extraction time.
However, because the length of the borehole is only 90m,
part of the gas in the middle and back of the coal seam has
not been effectively drained.

When the borehole length is 150m, the gas content
distribution around the borehole under different extraction
time is shown in Figure 13. It can be seen from Figure 13
that, under the action of borehole negative pressure, as the
drainage time increases, the gas content around the borehole
gradually decreases, and the range of influence of borehole

drainage gradually increases. Compared with the 90m
borehole, the 150m borehole has a broader range of
drainage, and the drainage effect is more significant.

In the strike direction, as the drainage time increases, the
coal seam gas content gradually decreases. At a distance of
5m from the borehole, the gas content at 180-day drainage is
reduced by 0.94m3/t and 1.26m3/t compared with the gas
content at the drainage time of 30 days and five days, and the
change is small compared to the 90m borehole, as shown in
Figure 14.

When the borehole length is 240m, the gas content
distribution around the borehole under different extraction
time is shown in Figure 15. It can be seen from Figure 15
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Figure 14: Distribution of gas content in 150m borehole with different drainage time: (a) gas content distribution on the monitoring line in
the strike direction; (b) distribution of gas content in the trend direction monitoring line.
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Figure 15: Cloud map of coal seam gas content under different drainage time of 240-meter borehole.
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Figure 16: Distribution of gas content in 240m borehole with different drainage time: (a) gas content distribution on the monitoring line in
the strike direction; (b) distribution of gas content in the trend direction monitoring line.
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that, under the action of borehole negative pressure, as the
drainage time increases, the gas content around the borehole
also shows a gradual decrease, and the influence range of
borehole drainage further increases.

In the strike direction, as the drainage time increases, the
coal seam gas content gradually decreases. In the trend
direction, the gas content in the coal seam gradually de-
creases with the increase of the extraction time, and the gas
content at the bottom of the borehole decreases significantly.
With the increase of drilling depth, the upward trend value
changes less. As the drilling depth increases, the gas at the
bottom of the drilling hole can be drained, and the gas
content decreases significantly, as shown in Figure 16.

To quantitatively analyze the impact of borehole length on
the gas drainage effect, the drainage volume when the
borehole length is 90m is used as the benchmark.-e increase
in the drainage of the 150m and 240m borehole lengths
relative to the 90m borehole can be obtained, as shown in
Figure 17. It can be seen from Figure 17 that the longer the
borehole length, the better the drainage effect and the greater
the impact range of the borehole. When the borehole length is
150m, the drainage volume is about 1.31 times that of the
90m borehole; when the borehole length is increased to
240m, the drainage volume is about 2.50 times that of the
90m borehole. It can be seen from Figure 17 that the flow
line after drilling is perpendicular to the drilling, the gas
migration at the tip of the slot conforms to the law of
spherical flow, and the gas migration in the middle and rear
parts conforms to the radial flow. With the increase of
drilling length, the streamline area and the influence range of
drilling increase significantly.

6. Conclusions

-is paper first elaborates and establishes a multifield
coupling model of gas migration in coal. -en, the change
value of the residual gas content per unit time is used to

quantify the gas drainage effect of the long borehole. Finally,
the COMSOL software was adopted to analyze the drainage
effects of different layouts and drilling lengths of long
boreholes along the bedding. -e main conclusions are as
follows:

(1) A multifield coupling model for gas-containing coal
seams was established. -e model considers the gas
diffusion in the coal matrix, the gas seepage through
fractures, the evolution of permeability, and the
deformation of coal. At the same time, the dynamic
equation of coal diffusion is introduced to make the
simulation results more in line with the actual
situation.

(2) By integrating the space of the coupled model and
then making the difference in time, the change value
of the residual gas content per unit time can be
obtained to calculate the gas drainage volume.
Furthermore, the gas drainage effect of long bore-
holes can be quantified.

(3) Under the combined layout of long boreholes along
the seam and penetrating boreholes, the gas content
of the long boreholes along the seam area is sig-
nificantly lower than that of the interbedded bore-
hole drainage area.

(4) -e drainage volume is similar to that under the
combined arrangement under the same drainage time.
In the early stage of drainage, the drainage volume
under the long borehole layout is 1.025 times that of
combined drainage, and it gradually decreases in the
later stage, down to 0.94 times at the lowest level.

(5) As the length of the borehole increases, the scope of
influence of borehole drainage increases. When the
borehole length is 150m and 240m, the drainage
volume is about 1.31 and 2.50 times that of the 90m
borehole.

3

2.8

2.6

2.4

2.2

gr
ow

th
 ra

te

2

1.8

1.6

1.4

1.2

1
–50 0 50 100 150 200

Drainage time (days)
250 300 350 400

Time = 360 d

240
220
200
180
160
140
120
100

80
60
40
20

0
–100 –50 0 50 100 150 200

Time = 360 d

Time = 360 d
250 300 350 400 450 m

–100 –50 0 50 100 150 200 250 300 350 400 450 m

240
220
200
180
160
140
120
100

80
60
40
20

0

m3/t

9

8

7

6

5

4

3

m3/t

9

8

7

6

5

4

3

Increase in gas drainage when the borehole length is 150 mm
Increase in gas drainage when the borehole length is 240 mm

Figure 17: Gas drainage ratio under different borehole lengths.
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1. Introduction

*e shear strength of reinforced concrete (RC) beams can be
predicted by multiple methods. *eir precision, however,
remains very limited because of the number and complex
nature of affecting parameters such as aggregate interlock
and concrete in compression region. In addition, the cross
section and the axial load of the beam (if any) could have an
effect on the shear strength of the RC beams [1]. *e design
strength and shear behavior of members are of central
concern in structural design. In concrete members, there are
many types of failure, and shear failure is one of the most
critical and unwanted types of failure because of the fragility
of concrete systems. *us, to withstand shear failure, RC
members are employed [2]. *e literature and concrete
codes suggest many empirical formulas for RC beam
strength. In structural design, the American Concrete

Institute (ACI) code has been used extensively. Further-
more, each of the analytical formulas proposed in concrete
codes delivers good results for a given data set only [2].

*ere have been numerous studies on the use of soft
computing techniques, especially artificial neural networks
(ANNs) to assess properties of concrete. Artificial neural
network models have proved to be outstanding for deter-
mination of shear strength of RC beams as shown by
Mansour et al. *ey employed 176 experimental results and
built a 9-input ANN. For the 176 test results, they achieved a
1.003 experimental-to-predicted shear strength ratio. *e
results indicate that ANNs have the potential to be used as a
practical tool in determining the ultimate shear strength of
reinforced concrete beams with stirrups in the range of
parameters studies [3]. Olalusi and Awoyera investigated the
shear failure in reinforced concrete beams by utilizing
machine learning techniques. *ey employed Gaussian
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process regression and random forest techniques to develop
an ML-based model high accuracy [4]. ANNs have also been
shown to be accurate in predicting the shear strength of
concrete beams with stirrups. Based on the observed be-
havior, Cladera andMaŕı proposed new design equations for
normal and high-strength concrete beams [5]. Abdalla et al.
employed the shear strength, compressive strength, shear
and longitudinal reinforcement, beam depth and width, and
shear span-to-depth ratio parameters to predict and model
the shear strength of RC beams using the artificial neural
networks. *e effective parameters help guide further re-
search in narrowing parameter list. *ey modeled a back-
propagation-based ANNwith various transfer functions and
provided shear response surfaces and curves [6]. Although
being fast, the backpropagation using gradient descent
technique is prone to get stuck in local optima and therefore
not suitable in predicting the best performing model. To
predict the torsional strength of reinforced concrete beams,
Arslan collected 76 test results published in the literature and
based the ANN models on the compressive strength, beam
cross section area, steel ratio of longitudinal bars and stir-
rups, closed stirrup dimensions, reinforcement yield
strengths, stirrup spacing, and cross section area for one leg
of closed stirrups. *e researcher concluded that ANN
models predict the torsional strength of concrete beams
more accurately than formulas provided in codes [7].

Oreta utilized the ANN model to measure the effect of
size on the shear strength of RC beams without stirrups. *e
researcher modeled an ANN using five input variables and
concluded that the ANN model performs superior to
existing equation [8]. To predict the shear strength of RC
joints, Naderpour and Nagai employed seven input variables
to develop an ANN model. *ey compared the developed
model with existing equations and calculated the relative
importance of input parameters on the shear strength by
employing a sensitivity analysis. *e results indicated that
the reinforcement ratio is the most influential parameter on
shear strength of RC joints [9], which is helpful in guiding
further research in selecting effective parameters. Feng and
Fu predicted the shear strength of internal RC beam-column
joints by developing a gradient boosting regression tree built
by integrating several machine learning models including
ANNs and support vector machines. *e researchers con-
cluded that the utilized model predicts the shear strength
more accurately than the existing models [10]. Jeon et al.
proposed a multivariate adaptive regression splines model
for predicting the shear strength of RC beam-column joints.
*ey compared the model against symbolic regression and
multivariate linear regression models and showed that the
proposed model is more accurate [11]. Salehi and Burgueño
investigated the use of Artificial Intelligence (AI) techniques
in structural engineering. *ey evaluated traditional ma-
chine learning methods, deep learning, and pattern recog-
nition techniques for the structural engineering use case
[12]. *e results of their analysis make the case for using AI
techniques in structural engineering problems.

Despite their utility and attractiveness, RC deep beams
are challenging to design, because various parameters
nonlinearly affect their behavior and shear strength.

Remarkably, shear stress is a dominant failure mode of RC
deep beams that tends to result in sudden, severe collapse
and human loss [13]. To predict the shear strength of deep
reinforce concrete beams, Zhang et al. employed the support
vector regression method hybridized with the genetic al-
gorithm. *e model inputs were the mechanical, material,
and dimensional properties of beam. In comparison to ANN
and gradient boosted tree models, the employed model
proved to be more accurate for shear strength prediction of
deep RC beams [14]. Although being powerful, the genetic
algorithmmethod requires a lot of trial-and-error to find the
optimum values of hyperparameters and therefore is used
less often. Shahnewaz et al. reviewed the proposed methods
for predicting the shear strength of deep reinforced concrete
beams in the literature. *ey concluded that the design
equations are conservative in predicting the shear strength of
deep RC beams. *e researchers proposed an improved
model based on genetic algorithm and reliability analysis
[15]. *is makes the case for further investigation of shear
strength using contemporary techniques to get a clearer
picture of the phenomenon. To predict the shear strength of
prestressed and reinforced deep concrete beams, Pal and
Deswal employed a support vector regression-based model.
To evaluate the model accuracy relative to other models, they
additionally used a backpropagation-based ANN and three
empirical models from the literature. *e researchers con-
cluded that the support vector regression-based approach
performance is superior to empirical and ANN models [16].
Chou et al. combined the smart artificial firefly colony al-
gorithmwith least squares support vector regressionmethod
to predict the shear strength of deep RC beams. *e re-
searchers calibrated the proposedmodel by using a dataset of
experimental data collected from literature. *e comparison
of the model with existing equations leads researchers to
conclude that the proposed method performs more accu-
rately than the methods proposed in the literature for
predicting the shear strength of deep RC beams [17]. In the
realm of metaheuristic approaches, Gandomi et al. employed
a hybrid search algorithm combined with genetic pro-
gramming and simulated annealing, called the genetic
simulated annealing for predicting the shear strength of deep
RC beams.*e comparison of the proposed model with ACI
and CSA codes indicated the superiority of the method
relative to these codes [18]. For shear strength of deep RC
beams, Sanad and Saka proposed a predictive model based
on artificial neural networks. *e researchers concluded that
ANN model performs more accurately than empirical
equations [19]. Prayogo et al. utilized a hybrid model
composed of two support vector machine models and
symbiotic organisms search algorithm, called optimized
support vector machines with adaptive ensemble weighting
to predict the shear strength of deep RC beams. *e re-
searchers demonstrated the feasibility of the proposed al-
gorithm in predicting the shear strength of deep reinforced
concrete beams [13].

*e purpose of this study is to assess the feasibility of
using Tabu Search Training (TST) algorithm to calibrate the
weights of an artificial neural network model for predicting
the shear strength of reinforced concrete beams. *e input
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Additionally, intermediate-term memory structures could
be introduced to lead moves toward promising areas
[28, 33].

To make it usable for training artificial neural networks,
Dengiz et al. [31] introduced a modified version of Tabu
Search algorithm later on. *e proposed algorithm is named
Tabu Search Training (TST) algorithm. TST commences by
generating an initial vector of weights, i.e., Wcur for the
artificial neural network. It then generates a neighborhood
around the current solution by changing one of the elements
(wi) ofWcur by a randomly generated number drawn from a
uniform distribution. *e weight wi is then changed by the
amount vi,j if the value of vi,j is not in a tabu-value-start list
for V (tabu value list size) iterations. Each weight wi is
updated K times resulting in nK number of neighbor weight
vectors, where n is the size of weights vectorWcur. *en, for
each of the neighbors, the cost function is evaluated, and if
the move is allowed through the tabu mechanism, the
weights vector Wcur is updated, and if the move is not
allowed, the next best neighbor in terms of cost function is
chosen if allowed.

*e tabu search training algorithm employs a short-term
memory to allow for intensification of search and a long-
term memory to allow for diversification of search and thus
avoiding local minima.*e details of the algorithm are given
in Dengiz et al. [31]. *e outline of the TST algorithm is
depicted in Figure 3.

3. Methods and Materials

3.1. Dataset. *e database in this paper is based on data
collected by Baghi and Barros [1]. *e collected data consist
of 248 experimental samples gathered from numerous
published papers [34–44]. Baghi and Barros identified 9
effective parameters on the shear strength of reinforced
concrete T-beams, namely, flange width (b), flange thickness
(hf ), concrete compressive strength (fc

′), web width (bw),
effective depth (d), yield stress of stirrups times transverse
reinforcement ratio (fst,y . ρst), shear span-to-depth ratio (a/
d), flexural reinforcement ratio (ρsl), and kf coefficient that
takes the influence of flanges of the T-beam on shear ca-
pacity into account and is defined by using Equations (1) and
(2) [1, 45].

kf � 1 + n.
hf

bw

 .
hf

d
 ≤ 1.5, (1)

where

n �
b − bw

hf

≤ 3. (2)

*e descriptive statistics of experimental dataset are
given in Table 1. *e histogram of the shear strength of
reinforced concrete T-beams is displayed in Figure 4.

Various ranges of input variables to an artificial neural
network (ANN) may have unfavorable effects on the model
such as optimization algorithm divergence and an added
training time [25]. *erefore, the input and output variables

parameters of the model include physical, geometric, and 
material properties. *e dataset utilized is composed of 248 
experimental results collected from literature. Section 2 
summarizes the artificial neural network model and the tabu 
search training algorithm in a general context. *e model 
training and development are detailed in Section 3, followed 
by results and conclusion in Sections 4 and 5. *e general 
outline of the paper is given in Figure 1 [20].

2. Background

2.1. Artificial Neural Networks. A s one of the most lively 
fields o f c urrent r esearch, A rtificial Ne ural Networks 
(A NNs) offer v aluable f eatures a nd c apabilities including 
learning and adapting to existing knowledge, generalization, 
parallel processing, and therefore higher processing speed, 
and high error tolerance [21–23]. *e b ioinspired feed-
forward artificial neural network i s an a lgorithm that con-
sists of neurons organized in layers. Each neuron in a layer is 
connected to all neurons of the previous layers. *e signals 
are transmitted between neurons through connection lines, 
and the weight of each connection shows its strength. In fact, 
the knowledge of the ANN is stored using these weights. To 

The weights of an ANN are typically randomly initial-
ized, and the network output is thus different from the target 
values. The weights and biases of the network need to be 
optimized in a process called neural network training to 
minimize the model error [25, 26]. Generally, the strategies 
for addressing this problem of optimization can be divided 
into two categories: gradient-based and metaheuristic. 
Gradient-based methods are quick; however, they can get 
stagnated in local minima. The algorithm does not get stuck 
in the local minima using metaheuristic methods; however, 
the solution obtained is not necessarily the global minimum. 
The metaheuristic approaches are designed to explore and 
exploit the solution space to provide accurate results 
[25–27]. Figure 2 displays an ANN with 9 neurons in the 
input layer, one hidden layer with 16 neurons, and one 
output layer. This is the top performing architecture utilized 
in this study.

2.2. Tabu Search Training Algorithm. Tabu search (TS) is a 
discrete optimization algorithm proposed by Glover in 1986 
[28], and its modern form is ascertained by the researcher in 
1989 and 1990 [29, 30]. Being a metaheuristic optimization 
algorithm, it is designed to guide the search operator from 
being trapped in local minima. It employs a short-term 
memory to move in the search space by a controlled ran-
domization and thus avoid cycling on previously visited 
solutions by setting as tabu every step that has led to an 
improvement of the cost function and a long-term memory 
to diversify and explore the search space [31, 32].
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of the dataset were transformed (normalized) into a range of
[− 1 1] using Equation (3) as follows:

Xn �
2 X − Xmin( 

Xmax − Xmin
− 1, (3)

where Xn is the normalized value of the variable, Xmax is the
maximum, and Xmin is its minimum value. X is the original
(nontransformed) value of the variable. *e minimum and
maximum values of each of the 9 input parameters and the
target value of shear strength are given in Table 1. Since ANN
is trained on normalized data, it should be noted that when
using ANN, the network should be fed with normalized
values of variables, and the output of the network should be
denormalized, i.e., transferred into its original range [46].

3.2. Performance Measures. *e benchmarks by which the
model’s performance and prediction accuracy are evaluated
should be described in order to evaluate and compare
models. *e performance measure selected is the fitness
value (or cost) of objective function on test data. *e ex-
planation for the performance evaluation based on test data
is the selection of a model with the most generalization
capability.

*e statistical measures used to evaluate the perfor-
mance of different predictive models are the Mean Error
(ME), Mean Absolute Error (MAE), Mean Squared Error
(MSE), Root Mean Squared Error (RMSE), Average Abso-
lute Error (AAE), Model Efficiency (EF), and Variance
Account Factor (VAF) that are defined as Equations (4)–(8)
[47]:

ME �
1
n



n

i�1
Pi − Oi( , (4)

MAE �
1
n



n

i�1
Pi − Oi


, (5)

MSE �
1
n



n

i�1
Pi − Oi( 

2
, (6)

RMSE �
1
n



n

i�1
Pi − Oi( 

2⎡⎣ ⎤⎦
1/2

, (7)

AAE �


n
i�1 Oi − P( /Oi




n
× 100. (8)

3.3. Empirical Model Development Using ANNs and TSO.
As mentioned in Section 3.1, there are 9 parameters influ-
encing the shear strength of reinforced concrete T-beams.
So, the artificial neural networks trained will all have 9
neurons in the input layer, and one neuron in the output
layer as shown in Figure 2. Feed-forward networks, as de-
scribed in Section 2.1, were used for ANNs.

*e overfitting phenomenon affects artificial neural
networks. An overfitted network is highly accurate in the
training phase but is unable to produce a good performance
on test data not encountered before and therefore does not
have generalization capability. In order to minimize the
overfitting effects, data were randomly divided into two sets,
as recommended in literatures [26, 46]. 70% (174 cases) were
used to train the network, and the remaining 30% (74 cases)
were used to test the performance of the network.

*e number of hidden layers and total neurons in hidden
layers is problem-dependent for an artificial neural network

Data Collection

Start ANN Optimization Compare
Models

Statistical
Model Finish

Effective Input Variable
Determination in Models

Using networks with one and
two hidden layers

Tabu Search Algorithm (TSA)
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Algorithm (ICA) Particle
Swarm Optimization (PSO)

Multi Linear Regression Using statistical indicators to
select the best models

Compare Models
ANN_TSA, ANN_ICA,

ANN_PSO, ACI and MLR

using Regression
ModelsUsing New algorithmUsing Artificial

Neural Networks

Figure 1: Outline of the paper.
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Figure 2: Architecture of the optimum artificial neural network
used in this study with 9 input neurons, 16 neurons in the hidden
layer, and one neuron in output layer.
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model [48]. A trial-and-error approach was therefore used to
obtain the optimal architecture, i.e., the architecture that
best represents data. Equation (9) provides a commonly used
heuristic for the total number of neurons of an artificial
neural network by using Equation (9) [49]:

NH ≤ 2NI + 1, (9)

where NH is the number of hidden layer nodes, and NI is the
number of inputs. Since the number of effective parameters
is 9, the empirical equation suggests that the number of

Select Tabu
search parameters

Stop criterion
reached?

Finish

No

Yes Yes

Choose next best
solution if allowed

Pick best solution

Select random
initial

solution Wcur

Calculate cost for
each neighbor

Is solution
Tabu?NoUpdate Tabu lists

Create
neighborhood by

changing
wi in Wcur

Figure 3: Flowchart of the tabu search training algorithm.

Table 1: Descriptive statistics of collected experimental data.

Parameter Unit Type Max Min Average STD
bw mm Input 457.00 50.00 204.21 89.20
d mm Input 1200.00 198.00 425.21 217.44
hf mm Input 152.00 0.00 36.95 47.37
b mm Input 1200.00 125.00 387.14 222.27
a/d Input 5.40 2.53 3.45 0.56
fc0 MPa Input 125.00 10.00 44.01 22.47
ρsl % Input 15.61 0.49 3.10 2.16
ρst × fst,y – Input 9.60 0.00 1.18 1.48
kf – Input 1.50 1.00 1.10 0.13
V kN Output 1330.00 33.00 255.93 224.12
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Figure 4: Shear strength distribution of experimental data.
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hidden layer nodes can be chosen to be less than 19.
*erefore, different architectures having one and two hidden
layers and less than a total of 19 neurons were trained. A total
of 30 different ANN architectures were trained, and the
selected architectures are given in Table 2. *e hyperbolic
tangent and the logistic functions were chosen as the acti-
vation function of the hidden layers, and identity function
was chosen as the activation function of the output layer.

*e process of adjusting the weights and biases of an
artificial neural network, i.e., training, is a minimization
process, where the optimal solution is one with weights and
biases that minimize the cost function, i.e., the prediction
error of the network. To this end, the tabu search training
(TST) algorithm described in Section 2.2 was applied.
MATLAB [50] software package was used to code the ANNs
and tabu search training algorithm. *e optimum param-
eters of the tabu search training algorithm were found using
trial-and-error, and the parameters used for training various
ANN architectures are given in Table 3.

4. Results

4.1. Empirical Model Evaluation. As described in Section 3,
30 different architectures of artificial neural networks
(ANNs) having one and two hidden layers were trained
using the tabu search training (TST) algorithm. *e net-
works had the hyperbolic tangent, and logistic function as
the activation function of the hidden layers, and the acti-
vation function of the output layer was chosen to be the
identity function. In the remaining sections, the ANNs will
be referred to by designation ANN-ALG nL (n1 − n2), where
ALG designates the training algorithm used, nL signifies that
the ANN has n hidden layers, and n1 and n2 designate the
number of neurons in the first and second hidden layers,
respectively.

Of the 30 models trained to predict the shear strength of
reinforced concrete T-beams, the top four based on their
values of Mean Squared Error (MSE) were chosen. *e
ANNs along with their performance measures on training
data are given in Table 4, and the performance measures on
testing data of the same top four networks are given in
Table 5.

Referring to Table 5, the network ANN-TST 2L (9-5) has
the least values of MSE (and RMSE) for testing data;
therefore, it is chosen as the top model trained using the TST
for further analysis. *e activation function of this model is
the hyperbolic tangent function. On training data, ANN-
TST 2L (9-5) has AAE, MSE, R2, RMSE, and MAE values of
0.07, 520.70, 0.9903, 22.82, and 14.16, respectively.

For testing data, ANN-TST 2L (9-5) has AAE, MSE, R2,
RMSE, and MAE values of 0.16, 2217.08, 0.9475, 47.09, and
32.72, respectively. It should be noted that the error metrics
for training and testing data were calculated using the data
values in the original range of the variables and not in the
normalized range of [− 1 1] as is sometimes used in literature.

For a visual representation of the performance of ANN-
TST 2L (9-5), the predicted values of the empirical model vs.
their values found from experiment are depicted in
Figures 5–7 for training data, testing data, and all data,

respectively. It is evident that the values predicted by the
model are close to the line y� x, signifying the accuracy of
the model. *e comparison between experimental results
and ANN-TST 2L (9-5) predictions on testing data is dis-
played in Figure 8.

4.2. Comparison with Other Methods. To evaluate the per-
formance of tabu search training algorithm for training an
artificial neural network for the purpose of predicting the
shear strength of reinforced concrete T-beams, three dif-
ferent models are also developed. One artificial neural

Table 2: Trained artificial neural network architectures.

Num Topology Num Topology Num Topology
1 4-4 11 6-4 21 8-4
2 4-5 12 6-5 22 8-5
3 4-6 13 6-6 23 8-6
4 4-7 14 6-7 24 8-7
5 4-8 15 6-8 25 8-8
6 5-4 16 7-4 26 9-4
7 5-5 17 7-5 27 9-5
8 5-6 18 7-6 28 9-6
9 5-7 19 7-7 29 9-7
10 5-8 20 7-8 30 9-8

Table 3: Optimum tabu search algorithm parameters used in
training artificial neural network models.

Algorithm Parameter Value

Tabu search algorithm

Maximum iterations 100
K 2

Lower bound 0
Upper bound 0.001

Tabu value list size 10
Bound increment 0.001

Tabu increase decrease list size 12
Tabu frequency list size 5
Maximum frequency 10

Table 4: Error metrics of the top four artificial neural networks on
training data.

Network designation MAE MSE RMSE AAE
ANN-TST 2L (9-5) 14.16 520.70 22.82 0.07
ANN-TST 2L (6-8) 16.73 590.98 24.31 0.09
ANN-TST 2L (9-4) 62.82 8292.82 91.06 0.34
ANN-TST 2L (5-7) 22.90 1117.06 33.42 0.11

Table 5: Error metrics of top four artificial neural networks on
testing data.

Network designation MAE MSE RMSE AAE
ANN-TST 2L (9-5) 32.72 2217.08 47.09 0.16
ANN-TST 2L (6-8) 38.40 4281.70 65.43 0.16
ANN-TST 2L (9-4) 67.37 7757.97 88.08 0.37
ANN-TST 2L (5-7) 45.63 8438.66 91.86 0.19
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Figure 5: Target (experimental) versus predicted values of shear strength for ANN-TST 2L (9-5) model using training data.
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Figure 6: Target (experimental) versus predicted values of shear strength for ANN-TST 2L (9-5) model using testing data.
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Figure 7: Target (experimental) versus predicted values of shear strength for ANN-TST 2L (9-5) model using all data.
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network model is trained using the imperialist competitive
algorithm (ICA), one trained using the particle swarm
optimization (PSO) algorithm, one multivariable linear
regression model, and ACI standard code.

4.2.1. Imperialist Competitive Algorithm Model. *e ANN-
ICA 2L (9-5) architecture was trained using the imperialist
competitive algorithm (ICA), and the optimum ICA pa-
rameters used to train the network were found by trial-and-
error, and their values are given in Table 6. Compared to
TST-trained neural network, this network has much higher
prediction error. For a visual representation of the perfor-
mance of this model, the predicted values of shear strength
vs. their experimental values are shown in Figure 9. It is
evident that the points on the plot are much farther from the
y� x line in comparison to the ANN-TST 2L (9-5) model.

4.2.2. Particle Swarm Optimization Model. *e same ANN-
PSO 2L (9-5) architecture was used to train the network

using particle swarm optimization (PSO) algorithm, the
optimum PSO parameters used to train the network were
found by trial-and-error, and their values are given in Ta-
ble 6. Compared to ICA-trained network, this model per-
forms relatively better; however, compared to TST-trained
neural network, it has much higher prediction error. *e
performance of this model is visually represented in Fig-
ure 10 that depicts the predicted values of shear strength vs.
their experimental values.

4.2.3. Multiple Regression Model. A Multiple Linear Re-
gression (MLR) model [51] was developed as a classical
model to provide an easy-to-use model. *e model was
developed in Minitab 19 software package using the same
data. *e influence of each variable can be approximated by
checking the values of regression coefficients [52, 53]. *e
resulting regression equation (10) is

V � 560 + 1.17bw(  +(0.144 d) + 2.27hf  +(0.0296b) − (26.9 a/d) + 1.35fc
′(  + 25.9ρsl(  + 78.5ρst.fst,y  − 763kf. (10)

where b is the flange width, hf is the flange thickness, fc
′ is the

concrete compressive strength, bw is the web width, d is the
effective depth, fst,y . ρst is the yield stress of stirrups times
transverse reinforcement ratio, a/d is the shear span-to-
depth ratio, ρsl is the flexural reinforcement ratio, and kf is
the coefficient.

4.2.4. ACI-318. *e model presented by the ACI 318-14
standard code estimates the shear strength of RC beams.
However, it does not provide any information concerning
their rotation capability. In this case, the nominal shear
resistance is reached:

Vc � ∅ × 0.17 × c × fc
′ × 0.5 × bw × d( , (11)

where Vc is the shear resistance; ∅ � 0.75; λ � 0.75 for
lightweight concrete and 1 for normal weight concrete; fc is
the 28-d cylinder compressive strength of concrete in MPa;
bw is the web width; d is the effective depth of the beam in
mm.

Compared to TST-trained, PSO-trained, and ICA-
trained ANNs, multiple linear regressionmodel performs far
less accurately. *e experimental vs. predicted values of
these models on all data are depicted in Figures 10–12.

A useful diagram for evaluating the performance of
ANN-TST is the Taylor diagram depicted in Figure 13. *e
Taylor diagram depicts the adequacy of model based on root
mean square centered difference, the correlation coefficient,
and the standard deviation [54].
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Figure 8: Comparison between the experimental results and ANN-TST 2L (9-5) predictions for testing data.
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*e statistical indices of ME, MAE, MSE, RMSE, AAE,
EF, and VAF on all data for ANN-TST 2L (9-5), ANN-PSO
2L (9-5), ANN-ICA 2L (9-5), ACI, and the multiple linear
regression model are given in Table 7. Comparing these
values, the top performing empirical model is the ANN-TST
2L (9-5), the second-best performingmodel is the ANN-PSO
2L (9-5) model, multiple linear regression, and ANN-ICA
2L(9-5), and the least accurate model is the ACI standard
code.

4.3. Sensitivity Analysis. Because of the improved results in
ANN-TST 2L (9-5) model relative to ANN-PSO 2L (9-5),
ANN-ICA 2L (9-5), and multiple linear regression model,
the sensitivity analysis for determining the relative contri-
bution of each of the 9 input variables was performed using
this analytical model. *e profile method proposed by Lek
[53, 55] was implemented in MATLAB [50] software
package and used for sensitivity analysis. *is approach is
based on analyzing each of the inputs while holding others

Table 6: Optimum ICA and PSO parameters used in training artificial neural network models.

Optimum parameters of imperialist competitive algorithm Optimum parameters of particle swarm
optimization

Number of countries Number of imperialists Number of decades Swarm size Iterations C1 C2
500 50 150 100 150 2 2
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Figure 9: Target (experimental) versus predicted values of shear strength for ANN-ICA 2L (9-5) model using all data.
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Figure 10: Target (experimental) versus predicted values of shear strength for ANN-PSO 2L (9-5) model using all data.
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fixed. *e input variable ranges were divided into several
equal intervals called the scale. While setting the values of
other variables to m different fixed values, the output of the
network was calculated for the entire range of the selected
variable, which resulted in m groups of outputs. Eventually,
m groups of outputs were combined by calculating the
median output for every single input case. *e fixed values
selected for each of the variables were their min, Q1, median,
Q3, and max. *e implementation and the theory are clearly
explained by Lek [53, 55]. In this study, the 192 scale was
used as suggested by Lek [53, 55].

*e relative importance and contribution of ex-
planatory variables (9 inputs) on the response variable
(shear strength of reinforced concrete T-beams) were
calculated, and the resulting contribution is plotted in
Figure 14. *e most influential parameter is ρst × fst,y,
where 25% of the variation in the response variable is

attributed to it. *e next three most influential param-
eters are hf, bw and d that are 23%, 22%, and 15%. *e
least influential parameters are shear span-to-depth ratio
(a/d) that is 1%.

4.4. Predictive Model and ANN Weights. *e top empirical
model produced in this study is the ANN-TST 2L (9-5). *is
model is not useful for the end user unless its source file is
provided to them. So, in this section, the weights and biases
of this network are provided. As mentioned in Section 3.1,
the input data to the network must be first normalized using
Equation (3) and using the maximum and minimum values
given in Table 1 for each variable, and the output of the
network must be denormalized using Equation (14). *e
input is a 9×1 vector called a(1). *e shear strength is
calculated using equations (12)–(14):

y = 0.8535x + 37.201
R2 = 0.8557
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Figure 11: Target (experimental) versus predicted values of shear strength for multiple linear regression model using all data.
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Figure 12: Target (experimental) versus predicted values of shear strength for ACI-318 model using all data.
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Figure 13: Taylor diagram visualization of model performance, in terms of shear strength.

Table 7: Error metrics of top ANN-TST, ANN-PSO, ANN-ICA, and MLR models on all data.

Network designation RMSE AAE R2 y � ax + b

ANN-TST 2L (9-5) 32.04 0.10 0.9795 y� 0.9793x+ 3.9622
MLR 84.96 0.34 0.8557 y� 0.8535x+ 37.201
ACI 478.63 0.96 0.214 y� 1.0797x+ 100.4
PSO-ANN 2L (9-5) 70.84 0.34 0.9002 y� 0.9117x+ 18.152
ICA-ANN 2L (9-5) 93.35 0.36 0.8259 y� 0.8293x+ 41.822
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Figure 14: Relative contribution of input parameters on the shear strength of reinforced concrete T-beams.
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where tanh is the hyperbolic tangent function, vpredicted is the
predicted value of shear strength, and vmax and vmin are the
minimum and maximum shear strength values in database

given in Table 1. *e weight (θ) and bias (b) matrices are as
follows:

θ(1)
� 10− 1

×

0.048 0.035 − 0.538 − 0.288 − 0.218 − 0.411 0.268 0.797 − 0.373

− 0.126 0.085 0.306 − 0.309 0.147 0.398 − 0.046 0.153 − 0.321

0.088 − 0.269 0.113 − 0.462 − 0.044 − 0.188 − 0.385 − 0.653 − 0.632

− 0.230 0.360 0.404 0.281 − 0.096 0.076 − 0.301 − 1.320 0.289

− 0.229 − 0.151 − 0.532 0.062 0.118 − 0.559 0.348 0.721 − 0.042

0.513 0.541 0.536 0.352 0.077 0.404 0.710 0.812 − 0.704

− 0.207 − 0.957 − 0.057 − 0.339 0.012 0.308 0.220 0.015 0.203

0.184 − 0.300 0.291 0.375 0.254 0.102 − 0.030 0.050 − 0.268

0.083 0.121 0.311 0.002 0.167 0.253 − 0.482 − 0.666 − 0.511

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

θ(2)
� 10− 1

×

0.459 0.246 − 0.737 − 0.252 − 0.543 0.488 − 0.239 − 0.422 0.100

− 0.005 − 0.187 0.354 0.578 0.415 − 0.071 0.459 − 0.043 0.093

0.484 0.389 − 0.136 − 0.795 − 0.621 0.449 − 0.222 − 0.067 0.451

− 0.612 − 0.335 0.444 − 0.061 − 0.243 − 1.124 − 0.329 0.199 0.283

− 0.364 0.139 0.450 − 0.234 − 0.373 − 0.211 0.273 0.057 − 0.348

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

θ(3)
� 10− 1

× 1.252 − 0.492 0.816 − 1.193 − 0.313 ,

b1 � 10− 1
× 0.030 − 0.544 − 0.861 0.351 0.884 0.356 0.463 − 0.623 0.318 ,

b2 � 10− 1
× 0.935 0.172 0.535 − 0.197 − 0.239 ,

b3 � 10− 1
×[0.092].

(15)

5. Conclusion

To assess the feasibility of using Tabu Search Training (TST)
algorithm to train Artificial Neural Networks (ANNs) for
predicting the shear strength of reinforced concrete speci-
mens, 248 experimental test results were collected from
published results. After training the artificial neural network
model with the lowest MSE on test dataset was selected, a
sensitivity analysis was conducted on the model, and to
assess its accuracy, other ANNmodels trained using particle
swarm optimization and imperialist competitive algorithm
were employed. *e analysis of the results suggests the
following:

(1) *e trained ANN-TST 2L (9-5) model predicted the
shear strength more accurately than other artificial
neural networks. *e mean squared error and model
efficiency of this model on test data were 2217.08 and
0.9475, respectively.

(2) A multiple regression model was provided as an
easy-to-use model to predict the shear strength.

(3) An imperialist competitive algorithm-based and a
particle swarm optimization-based artificial neural
network were trained using the same data. *e
comparison of ANN-TST 2L (9-5), ANN-ICA 2L (9-
5), ANN-PSO 2L (9-5), ACI code, and multiple

regression models suggests that the TST-based ANN
is the most accurate, followed by particle swarm
optimization-based and imperialist competitive al-
gorithm-based ANNs, and then the multiple re-
gression model.

(4) *e shear design formula of ACI-318-2019 was
also investigated, and its accuracy was compared
with that of ANN-TST 2L (9-5) model. *e Tabu
Search based ANN was shown to be superior in
accuracy.

(5) Sensitivity analysis results suggest that the top three
most influential parameters on shear strength of
reinforced concrete T-beams are flexural reinforce-
ment ratio, effective depth, and web width. *e least
influential parameters are shear span-to-depth ratio
and concrete compressive strength.

(6) A predictive model based on the weights and biases
of the top trained model, ANN-TST 2L (9-5), was
provided to make the trained model available
without the need for a computer source file.
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ABSTRACT

The purpose of this study is to look into the stability of the backfill subgrade on a foundation with a lower bearing capacity. To simulate 
the high-filled road subjected to the actual self-weight load, a finite element (FE) model was built. The strength reduction method 
was used to create a slope stability analysis model. Simultaneously, parametric studies were used to conduct a sensitivity analysis of the 
elements impacting slope stability, such as elastic modulus, cohesion, internal friction angle, and slope rate. The results revealed that by 
computing the slope safety coefficient, the slope stability analysis model created using the strength reduction approach can 
characterise the slope's stability. The criterion can be the mutation point of the relationship curve between the displacement caused 
in the slope and the reduction coefficient. The calculated findings acquired from FE modelling can be used under the condition of a 
particular strength reduction coefficient.

1. Introduction

Road slope refers to the infrastructure constructed or modified
tomeet the needs of road construction [1–5].)e slope formed
under certain conditions (topography and geology) will break
the previous mechanical balance into an unstable body due to
changes in external factors. Under the action of its own weight
or other loads, it will follow a certain relatively weak surface
[4, 6, 7]. A landslide is a kind of bad geological phenomenon
such as sliding downwards as a whole, intermittently slowly,
and sometimes even suddenly.)e factors that cause landslides
include excavation of side slopes, rapid embankment filling,
earthquakes, river erosion, sudden drops in reservoir water
levels, and heavy rains [6, 8–10]. )e slope is not only a special
geological environment but also an important part of engi-
neering construction. Due to the construction demand for a
large number of highway projects in recent years, the stability
of the slope during the construction process is a link that
cannot be ignored [11–14].

In the past, there were various approximate methods and
specialized methods, which can be used to calculate the
global safety factor that depends on the slope height, the
steepness, and the constitutive properties of the soil con-
stituting the slope. Nash [15] conducted a comprehensive
review of many classic slope stability analysis methods. )e
limitation of many of these classical methods is that
Mohr–Coulomb shear strength behavior with a fixed friction
angle is usually assumed because of the inherent application
of simple statistical methods to the soil. Approximately, the
calculation of stress and related shear strength is a con-
tinuous mechanical problem with static uncertainties
[16–18]. To reduce manual trials and errors associated with
these technologies, such as slicing methods, many engi-
neering software packages have been developed, but most
software packages still use simple static methods to ap-
proximate soil stress and strength [19–22].

In the FE analysis, the method of increasing the ex-
ternal load or reducing the material strength of the rock-
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soil mass is the earlier method adopted [23, 24]. )e
stability analysis of these slopes mainly includes the
judgment basis of slope instability, the stability of the
excavated slope, the comparative analysis of the selection
of different software, and the analysis of the internal force
of the slope with the supporting structure [25, 26]. In
recent years, the FE method has been increasingly used to
predict the displacement and stress in statically indeter-
minate slopes, dams, and embankments [5, 13, 14, 27–45].
)e potential attractiveness of calculating slope stability in
a continuum/finite element framework lies in many
previous studies [7]. )e equilibrium stress, strain, and
related shear strength in the soil have been calculated
accurately in the studies conducted by Aryal and Duncan
[41, 44]. )e general material models of soil (including
Mohr–Coulomb and many other models) have been
employed in the studies conducted by Ardah et al. [46].
)e FEM method has been applied in 2D or 3D with
complex slope combinations and soil sediments to model
almost all types of mechanisms [47]. )e FEMmethod has
also been extended to address the damage caused by
leakage, brittle soil behavior, random “yield soil” prop-
erties, and interventions such as engineering geotextiles,
soil nails, drainage ditches, and retaining walls
[5, 38, 40, 42–45]. To fully understand the stability con-
dition of the backfill soil on the high-filled road with lower
foundation bearing capacity, this article adopts the classic
slope stability analysis method. In this method, the in-
clined soil is subjected to the actual self-weight load, and
the purpose is to find a continuous surface through the
soil that has the smallest safety coefficient against the slip
or shear failure. )e safety coefficient is defined as the
degree to which the shear strength of the soil is reduced so
that the slope has just reached the critical failure state.

2. Research Objective and Overview

)e present study is to investigate the stability condition
of the backfill soil on the high-filled road with lower
foundation bearing capacity, as shown in Figure 1. A FE
model was constructed to simulate the high-filled road
subjected to the actual self-weight load. )e strength
reduction method was adopted to establish an analysis
model of slope stability. At the same time, the sensitivity
analysis of the factors affecting the slope stability was
carried out through parametric studies, including the
elastic modulus, cohesion, internal friction angle, and
slope rate. Under the condition of a given strength re-
duction coefficient, the simulation results obtained by
ABAQUS software show the development of the equiv-
alent plastic zone in the way of cloud maps. )e slope is
stable under the reduction factor when the failure of
transfixion or local yield failure occurs. If the reduction
coefficient continues to increase, the slope is in a critical
failure state when the plastic strain between adjacent it-
erative steps increases too much or the equivalent plastic
strain reaches the yield limit at some nodes, and the
strength reduction coefficient is positioned as the mini-
mum safety factor of the overall stability of the slope.

3. Model Construction

In the present study, the FE method was adopted. In this
method, a structure is regarded as a whole composed of a
finite number of elements through nodes [5, 14, 30]. Except
for the nodes which are fixed on the boundary, the dis-
placement of each node that can produce displacement can
be calculated by using equilibrium conditions, and then the
internal forces of each element can be calculated by the node
displacement [33–35].

In the finite element analysis of the strength reduction of
the slope, the stability of the slope usually adopts the non-
convergence of the solution as the failure criterion [48]. Within
the maximum number of iterations, if the calculation fails to
converge, it means that no stress distribution that can satisfy
both the failure criterion and the overall balance is found,
which means that the soil has been damaged. Specifically, the
actual strength parameters c′ and φ′ of the backfilled roadbed
are divided by a reduction factor Ftrial at the same time to obtain
a set of new values of c″ and φ″ after reduction, i.e.,

c″ �
c′

Ftrial
,

φ″ � arctan
1

Ftrial
tan φ′




.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1)

)en, the reduced values of c″ and φ″ are taken into the
trial calculation of finite elements as new material param-
eters [49, 50].When the finite element calculation converges,
the value of Ftrial is slightly larger, and then the trial cal-
culation is carried out until the finite element no longer
converges, which indicates that the soil reaches the critical
limit state and the slope shear failure occurs. At this time, the
critical slip surface and safety factors are obtained.

)e gravity load is determined by the following method
[51, 52]. On each one of the finite elements, the gravitational
load generated by the weight of the soil can be obtained by
the following equation:

p
(e)

� Υ S
eNT

dS, (2)

in which S is the area of the element; e is the element number.
)e result of this integration is to take the product of the area of
each element and the weight of the soil as the element’s gravity
load and then distribute it to each node. Various complex
constitutive models can be considered in the FE analysis, but
the most common in engineering analysis is the ideal elasto-
plasticmodel because the results of the ideal elastoplasticmodel
are the most comparable to the results of the limit equilibrium
method. For general road slopes, the shear failure of the soil is
mainly controlled, and the calculation accuracy of the distri-
bution and size of the plastic zone is relatively high, and the
requirements for the displacement are relatively low.

In the present study, the Mohr–Coulomb plastic model
was employed to characterize the constitutive property of the
soil. )e yield criterion of the Mohr–Coulomb model is
assumed as follows.When the shear stress acting on a certain
point is equal to the shear strength of that point, the point
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will be broken, and the shear strength has a linear rela-
tionship with the normal stress acting on the surface. )e
yield surface equation of the Mohr–Coulomb model [53, 54]
can be presented as follows:

F � Rmcq − p tan φ − c � 0, (3)

in which φ(θ, fα) is the friction angle on the meridian plane;
c(ε− pl, θ, fα) represents the changing process of the cohesive
force of the material according to the isotropic hardening
model. p is the equivalent compressive stress. q is the Mises
equivalent stress. Rmc is the deviatoric stress coefficient of the
Mohr–Coulomb model [55, 56], which can be defined as

Rmc(θ, φ) �
1

�������
3 cos φ

 sin θ +
π
3

  +
1
3
cos θ +

π
3

 tan ϕ,

(4)

in which φ is the bevel angle of the yield surface of the
Mohr–Coulomb model on the P-RMCQ plane, and it
generally refers to the internal friction angle of the material.
θ is the direction angle of the generalized shear stress.

3.1. Material Properties. Four types of civil engineering
materials were adopted in the present simulation [48]. Ta-
ble 1 gives the material properties.

)e bounding and unbound pavement materials (in-
cluding the surface layer, base layer, and subbase layer) were
simplified to one type of material property [57]. Elastic
behavior without plastic deformation characterized by
Young’s modulus and Poisson’s ratio was adopted for the
pavement materials. )e density of the backfill soil was
determined as 1800 kg/m3. Regarding the Mohr–Coulomb
parameters of the backfill soil, the cohesion was determined
as 15, 20, and 25 kPa, respectively.)e internal friction angle
was selected as 25° and 30°, and two elastic moduli of 50MPa
and 100MPa were determined. )e foundation with the
lower bearing capacity was characterized by silty clay and
mud clay [48]. )e corresponding Mohr–Coulomb pa-
rameters are shown in Table 1 as well.

3.2. Physical Size of the Whole Model. Figure 2 gives the
physical size of the whole model, including the pavement,
subgraded by the backfill soil, and the foundation with lower
bearing capacity [48].

)ese physical sizes were determined according to earlier
studies [36–42]. )e slope angle α is an important parameter
considered in the present study, and it varied for different
values (tanα� 1 :1; 1 :1.25; 1 :1.5; 1 :1.75; 1 : 2) to evaluate
the effects on the slope stability. To reduce computations,
only half of the high-filled subgrade FEMmodel (symmetric
model) was constructed. )e width of the pavement was

Field construction

FEM simulation

Parametric studies

Elastic modulus

Constitutive model

Materials characteriation

Pavement
Backfill soil

Silty Clay + Mud Clay

Cohesion Slope rate Friction

Stress
S1

S1

01

S1 Srain

Elastic modulus

Figure 1: Research objective and overview.
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selected as 15m according to the design of the conventional
highway. )e length of the foundation was determined as
35m to support the subgrade by the backfill soil. )e di-
mension of the FEmodel in the longitudinal direction can be
regarded as infinite since only the 2D model was employed
in this study. Under such conditions, the cross section of the
road structure was regarded as the research object of the
study, and the longitudinal length of the road structure was
considered infinite [48].

3.3. Meshing and Element Selection. Figure 3 gives the FE
meshing for different slopes used in the present study.

Element selection is the foundation for the FE analysis.
For the same FE model, different calculation results can be
obtained by using different elements. Regarding the FE
model in the present study, the solid element was the op-
timized one to simulate one part of the whole model. Since a
solid element can be connected to other elements through
any of its surfaces, it can construct almost any shape and
bear any load in the FE model.

To reduce the computations and improve the calculating
accuracy, the 8-node plane-strain-reduced (CPE8R) element
was adopted in the present FE simulation. It is a general
plane strain element, in fact, a special plane stress element,
which can be used to simulate a section of a very long
structure, such as a dam. It is understood that the plate or
shell element may be more efficient to solve the plane strain
problem considering the high efficiency during the appli-
cation. However, it should be noted that the research ob-
jective in the present study is about the subgrade and road
pavement, which are not satisfying the premise of plate or
shell theory. )erefore, the solid element, CPE8R, was

employed in the present study. Also, it should be noted that
the structure containing the plane strain element should be
defined in the global X-Y plane, that is, for all nodes z� 0.

4. Parametric Studies

4.1. Effects of Slope Angle. )e soil was defined by the
Mohr–Coulomb model, which is the so-called rigid plastic
model or Saint-Venant model. Regarding the
Mohr–Coulomb model, when the stress of the soil is less
than the yield stress, the soil will not deform, just like a rigid
body. When the stress reaches the soil yield stress, the plastic
deformation will increase until the soil failure occurs.
)erefore, the equivalent plastic strain (PEEQ) should be
evaluated first, considering the proposed models. Figure 4
gives the results of PEEQ when the slopes are 1 :1, 1 :1.25, 1 :
1.5, 1 :1.75, and 1 : 2, respectively.

As shown in Figure 4, under the conditions of a given
strength reduction coefficient, the calculation results ob-
tained through the FE simulation can show the develop-
ment of the equivalent plastic zone in the form of cloud
diagrams. When the slopes were 1 : 5, 1 : 1.75, and 1 : 2,
respectively, failure to achieve penetration or local yield
failure indicates that the slope is stable under this reduction
factor, while when the slopes equal 1 : 1.25 and 1 :1, the
plastic deformation between adjacent iteration steps at
some nodes increases too much or the equivalent plastic
strain reaches the yield limit. From the displayed results
(Figure 4), the plastic zone has penetrated the top of the
slope, and the equivalent plastic strain and displacement
have an infinite development trend, with obvious sudden
changes, indicating that the slope is already in a critical
failure state at this time.

Table 1: Material properties.

Materials Density, ρ (kg/m3) Cohesion, c (kPa) Internal friction angle, φ (°) Elastic modulus, E (MPa) Poisson’s ratio, μ
Pavement materials 2100 — — 1200 0.35
Backfill soil 1800 15, 20, and 25 25 and 30 40, 60, 80, and 100 0.35
Silty clay 1750 14 22 45 0.4
Mud clay 1700 12 20 40 0.45

Pavement

symmetric

0.5m

8.0m

2.0m

8.0m

15m

35m

asphalt layer (0.2m)

base layer (0.3m)

tana=1:1; 1:1.25;1:1.5; 1:1.75; 1:2

road slope
backfill soil

silty clay

mud clay

α

Figure 2: High-filled road with the backfill soil.
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Also, it can be observed that when the slopes are 1 :1, 1 :
1.25, 1 :1.5, 1 :1.75, and 1 : 2, the maximum PEEQ are
1.058e-2, 9.026e-3, 8.999e-3, 6.556e-3, and 6.807e-3. Basi-
cally, as the slope decreases, the maximum PEEQ decreases,
as shown in Figure 4. It can be indicated that reducing the
slope can improve the stability of the road slope. Also, it can
be observed that when the slope is lower than 1 :1.75, the
maximum PEEQ tends to converge.

4.2. Effects of Cohesion and Internal Friction Angle. It can be
observed that, as the cohesion equals 15 kPa, the maximum
PEEQ for internal friction angles 25° and 30° are 1.058×10−2

and 1.022×10−2, respectively. A higher internal friction
angle can increase the value of maximum PEEQ. As the
cohesion equals 20 kPa, the maximum PEEQ when the
internal friction angles equal 25° and 30° are 1.019×10−2 and
1.023×10−2, respectively. However, as the cohesion in-
creases to 30 kPa, the maximum PEEQ when the internal
friction angles equal 25° and 30° are still 1.019×10−2 and
1.023×10−2, respectively. )is means that, as the internal
friction angles equal 25° and 30°, even the cohesion increases,
and the maximum PEEQ will remain the same.

Also, it can be observed that when the internal friction
angle equals 25°, the maximum PEEQ when the cohesions
equal 15 kPa, 20 kPa, and 30 kPa are 1.058e−2, 1.019e−2, and
1.019e−2, respectively. )e result proves that 20 kPa is the
split point of the maximum PEEQ. When the internal
friction angle equals 30°, the maximum PEEQ when the
cohesions equal 15 kPa, 20 kPa, and 30 kPa are 1.022e-2,
1.023e-2, and 1.023e-2, respectively. )is result can also
prove that 20 kPa is the split point of the maximum PEEQ. It
can further be observed that the increase rate of the max-
imum PEEQ between 15 kPa and 20 kPa is very small (about
0.1%). )erefore, it can conclude that higher cohesion and
internal friction angle can decrease the maximum PEEQ, but
when the cohesion or internal friction angle is higher than
one constant value, the maximum PEEQ will remain the
same.

)e cohesive force of the backfill has a great influence on
the overall stability of the slope. With the increase of the
cohesion of the backfill, the safety and stability factor also
greatly increases, indicating that when the cohesive force of
the subgrade soil is high, the stability of the roadbed slope is
also high. It can be seen from Figure 5 that the cohesion is
increased by 5 kPa, and the stability coefficient can be

(1) slope=1:1 (2) slope=1:1.25

(5) slope=1:2

(3) slope=1:1.5 (4) slope=1:1.75

Figure 3: FEM meshes for the five types of slopes. (a) Slope� 1 :1. (b) Slope� 1 :1.25. (c) Slope� 1 :1.5. (d) Slope� 1 :1.75. (e) Slope� 1 : 2.
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increased by about 10%. When the cohesion is large, the
contribution to the safety and stability coefficient gradually
decreases. It can also be seen that if the backfill material with
greater cohesion is selected, the stability of the roadbed slope
can be significantly improved. )e safety and stability factor
remains unchanged as the cohesive force of the weak
foundation changes. )e main reason may be related to the
high fill height of the roadbed. Because when the height of
the roadbed is large, the additional stress generated by the
external load has a limited range, that is, the working area of
the roadbed does not penetrate deep into the soil foundation,
the influence of the change of the soil foundation material
parameters on the results can be almost ignored. )rough
the above analysis, we can know the importance of subgrade
soil cohesion in highway engineering, and foundation co-
hesion has little effect on stability.

4.3. Effects of Elastic Modulus. According to the strength
reduction theory, when the finite element calculation does
not converge due to the reduction of strength parameters,
the slope shear failure occurs. )erefore, the reduction
coefficient of the strength parameter corresponding to the
last convergence calculation can be defined as the safety
coefficient of the slope. Based on this determination crite-
rion, Figure 6 gives the relationship between the elastic

modulus and safety coefficient when the cohesion and in-
ternal friction angle equal 15 kPa and 25°, respectively.

It can be found from Figure 6 that the elastic modulus of
the backfill soil has little effect on the safety and stability
coefficient of the slope. In the case of a lower modulus of
elasticity, the safety and stability coefficient of the slope is
higher than that of the high modulus of elasticity. )e
possible reason is that the plastic expansion zone is gen-
erated, and when the elastic modulus of the subgrade that
occupies most of the entire embankment is small, the overall
settlement displacement of the structure increases, which
causes the center of gravity of the plastic zone to decrease,
which will reduce the sliding force. On the contrary, the
safety and stability coefficient of the slope is increased, and
this kind of situation cannot be attributed to the im-
provement of the safety and stability of the slope.

Figure 7 gives the safety coefficients of the road slope for
varying cohesion and internal friction angle.

)e slight effect of the elastic modulus on the safety
coefficient of the road slope can also be found since the slope
safety coefficients were almost the same for different elastic
moduli. However, it should be noted that the slope safety
coefficient was obviously improved when the internal fric-
tion angle increased from 25° to 30°. )e internal friction
angle is the representative of the internal friction of the soil,

(2): slope=1:1.25

PEEQ
(Avg: 75%)

+9.026e-03
+8.274e-03
+7.522e-03
+6.769e-03
+6.017e-03
+5.265e-03
+4.513e-03
+3.761e-03
+3.009e-03
+2.256e-03
+1.504e-03
+7.522e-04
+0.000e+00

(4): slope=1:1.75

PEEQ
(Avg: 75%)

+6.556e-03
+6.009e-03
+5.463e-03
+4.917e-03
+4.370e-03
+3.824e-03
+3.278e-03
+2.731e-03
+2.185e-03
+1.639e-03
+1.093e-03
+5.463e-04
+0.000e+00

(1): slope=1:1

PEEQ
(Avg: 75%)

+1.058e-02
+9.697e-03
+8.815e-03
+7.934e-03
+7.052e-03
+6.171e-03
+5.289e-03
+4.408e-03
+3.526e-03
+2.645e-03
+1.763e-03
+8.815e-04
+0.000e+00

(3): slope=1:1.5

PEEQ
(Avg: 75%)

+8.999e-03
+8.249e-03
+7.499e-03
+6.749e-03
+6.000e-03
+5.250e-03
+4.500e-03
+3.750e-03
+3.000e-03
+2.250e-03
+1.500e-03
+7.499e-04
+0.000e+00

(5): slope=1:2

PEEQ
(Avg: 75%)

+6.807e-03
+6.239e-03
+5.672e-03
+5.105e-03
+4.538e-03
+3.970e-03
+3.403e-03
+2.836e-03
+2.269e-03
+1.702e-03
+1.134e-03
+5.672e-04
+0.000e+00

Figure 4: Effects of road slopes on PEEQ. (a) Slope� 1 :1. (b) Slope� 1 :1.25. (c) Slope� 1 :1.5. (d) Slope� 1 :1.75. (e) Slope� 1 : 2.
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which specifically includes the surface friction between the
soil particles and the bite force generated by the interlocking
action between the soil particles. )e larger the internal
friction angle, the greater the internal friction force, so as the
internal friction angle increases, the maximum equivalent
plastic strain value becomes smaller, resulting in a higher
value of the slope safety factor.

Figure 8 gives the safety coefficients of the road slope
when the cohesion was 15 kPa and 20 kPa, respectively.

A slight effect of the elastic modulus on the safety co-
efficient of the road slope can also be found because of the
similar values of slope coefficients. Besides, the cohesion
increased the values of the slope safety coefficient. Various
physical and chemical forces between soil particles

(6) 30° - 30kPa

PEEQ
(Avg: 75%)

+1.029e-02
+9.376e-03
+8.522e-03
+7.670e-03
+6.819e-03
+5.966e-03
+6.113e-03
+4.261e-03
+3.557e-03
+2.554e-03
+1.704e-03
+8.322e-04
+0.000e+00

(5) 25° - 30kPa

PEEQ
(Avg: 75%)

+1.019e-02
+9.345e-03
+8.495e-03
+7.646e-03
+6.796e-03
+5.947e-03
+5.097e-03
+4.248e-03
+3.398e-03
+2.649e-03
+1.699e-03
+8.495e-04
+0.000e+00

(4) 30° - 20kPa

PEEQ
(Avg: 75%)

+1.023e-02
+9.375e-03
+8.522e-03
+7.670e-03
+6.818e-03
+5.966e-03
+5.113e-03
+4.261e-03
+3.409e-03
+2.557e-03
+1.704e-03
+8.522e-04
+0.000e+00

(3) 25° - 20kPa

PEEQ
(Avg: 75%)

+1.019e-02
+9.345e-03
+8.495e-03
+7.646e-03
+6.796e-03
+5.947e-03
+5.097e-03
+4.248e-03
+3.398e-03
+2.549e-03
+1.699e-03
+8.495e-04
+0.000e+00

(2) 30° - 15kPa

PEEQ
(Avg: 75%)

+1.022e-02
+9.364e-03
+8.513e-03
+7.682e-03
+8.810e-03
+5.959e-03
+5.108e-03
+4.257e-03
+3.405e-03
+2.554e-03
+1.703e-03
+8.513e-04
+0.000e+00

(1) 25° - 15kPa

PEEQ
(Avg: 75%)

+1.058e-02
+9.697e-03
+8.815e-03
+7.934e-03
+7.052e-03
+6.171e-03
+5.289e-03
+4.405e-03
+3.526e-03
+2.645e-03
+1.763e-03
+8.815e-04
+0.000e+00

Figure 5: Effects of cohesion and internal friction angle. (a) 25°-15 kPa. (b) 30°-15 kPa. (c) 25°-20 kPa. (d) 30°-20 kPa. (e) 25°-30 kPa. (f ) 30°-
30 kPa.
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Figure 6: Relationship between the elastic modulus and safety coefficient (c� 15 kPa; φ� 25°).
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determine the value of soil cohesion, including Coulomb
force, static force, van derWaals force, and cementation.)e
greater the cohesive force, the greater the suction force
between the particles so that only when the external force is
given greater pulling force can plastic strain occur, and the
corresponding antisliding force is greater.

5. Conclusions

According to the current construction requirements of the
process of backfilling the subgrade on the weak foundation,
this paper conducted a FE analysis on the slope of this special
engineering condition based on the commonly used strength
reduction method in the stability analysis of the road slope.
To accurately investigate the influence of slope and the
mechanical properties of the soil on the stability of the
backfill subgrade during the construction process, the slope

stability model based on the strength reduction method is
established in this study. At the same time, the influence
analysis of the slope, cohesion, and internal friction angle on
the slope stability was carried out. )e research process can
highlight the following conclusions:

(1) )e slope stability analysis model established by the
strength reduction method can characterize the
stability of the slope by calculating the slope safety
coefficient. In the analysis process, the mutation
point of the relationship curve between the dis-
placement generated in the slope and the reduction
coefficient is used as the criterion.

(2) As the slopes were lower than 1 :1.5, failure to
achieve penetration or local yield failure indicates
that the slope is stable under this reduction factor,
while as the slopes were higher than 1 :1.5, the plastic
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Figure 7: Safety coefficients of the road slope for varying cohesion and internal friction angle.
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Figure 8: Safety coefficients of the road slope when the cohesion was 15 kPa and 20 kPa.
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1. Introduction

It is generally recognized that human comfort in the built
environment is a target for a multitude of aspects [1,2].
Engineering tools that can be used to optimize comfort are
able to account for a great number of factors and parameters
which can affect comfort levels severely. Typical applications
are focused on thermal comfort, indoor air quality, visual
comfort, noise nuisance, ergonomics, vibrations, and others.
In addition, it is also recognized that other aspects (like, for
example, personal factors, nervous states, and architectural
parameters) should be also properly considered in the list of
influencing indicators for comfort. (ere are no doubts
about the correlation of built environment characteristics
and its impact on the occupants’ emotions, behaviours, and
physical well-being [2]. (e same behaviours can also affect

typical engineering issues and indirectly influence the
building design and detailing [3–6].

Structurally speaking, vibration serviceability issues and
the consequent risk of user discomfort are, for example,
usually addressed in terms of acceleration peaks and rec-
ommended limit parameters. (eir satisfaction ensures
possible annoyance for customers or suggests a design
retrofit/modification [7–12]. As a matter of fact, however,
there are no doubts that human reactions to vibrations
strongly depend on the physiological perception of fre-
quency and amplitude of vibrations.(e operational context
and the nervous state of users have thus a severe impact on
the degree of human tolerance of vibration issues [9]. Most
importantly, such a set of feelings can be maximized in
presence of uncomfortable architectures and building
components.
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Human comfort is difficult to achieve in engineering applications because it is dependent on various 
factors that can be statistically controlled and maximised, such as structural, energy, or thermal 
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strong subjective feelings in customers, affecting their psychological comfort and, as a result, their 
behaviour and movements. This research uses static and dynamic Virtual Reality (VR) environments, 
as well as facial recognition software.
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(e well-known psychological effect of architecture can
have both positive and negative effects on users and thus can
evoke subjective feelings that could possibly interact with
mechanical choices and technical detailing of structural
design [13]. (is is typical of architects that evoke nervous
states in the so-called “emotional buildings” [14–19]. Pilot
literature studies, in this regard, proved that experimental
measures can be carried out to quantify users emotions [20].
Smart sensors for real or Virtual Reality (VR) walks proved
also to represent useful tools in support of the quantitative
analysis of human reactions and emotions to building
stimuli [21,22]. In this paper, a special care is spent for
structural glass applications in buildings. Known as versatile
but vulnerable constructional material, glass transparency
and capacity to adapt to various setup configurations make it
a largely used solution [23]. (e high aesthetic impact of
glass structures can be thus sometimes in contrast with the
need of more efficient feeling of protection for the occu-
pants, as it could be for extreme accidents, pedestrian sys-
tems, or uncomfortable configurations (Figure 1). Glass
walkways are in fact often known as “architectures of ver-
tigo” [26], where transparent structures are conceived as
spaces of visceral thrills and intense psychophysiological
stimuli with deep sensory experience and sociospatial im-
plications. Additionally, glass pedestrian systems can be
highly demanding in engineering terms, due to the mutual
interaction of mechanical dynamic parameters, complex
Human-Structure Interaction (HSI) phenomena, and even
severe subjective reactions [9]. (e analytical analysis and
quantitative measure of emotional states for customers can
thus represent a useful tool in the whole design process.

2. Research Goals and Experimental Strategy

A virtual experimental study is presented and assessed in this
paper, in support of structural glass design. (e goal of the
proposed method is to quantify the prevailing human reactions
and comfort levels for occupants that are exposed to different
virtual built environments made of/with a primary role of glass.
(e measured reactions are then compared to address the
psychological comfort level of volunteers under imposed visual
stimuli. In accordance with Figure 2, the process takes ad-
vantage of a quantitative analysis of emotions based on the
analysis of facial microexpressions (Action Units (AUs) of
nervous states) and also heart rate (HR) parameters for vol-
unteers exposed to several glass built scenarios.

While the use of glass material in buildings is largely
increasing and further demanded in the post-Covid-19 stage
[27,28], its impact on the psychological comfort of cus-
tomers can be severely affected by transparency, intrinsic
brittleness, lack of technical knowledge on its structural
performance, vulnerability risk, etc. [29,30].

Glass material for structural applications is in fact known to
require specific engineering knowledge for optimal and safe
mechanical design. Besides, discomfort for building in occu-
pants can still arise and thus affect their behaviour and
movements inside/onto a glass system. Typical examples can be
related to glass pedestrian systems or structural glass barriers
with risk of shards/fall.

In this regard, under the limits of remote experimental
measures, and based on the herein presented research
outcomes, it is expected that building structural design could
take advantage of subjective measurements in support of
classical mathematical tools and engineering models. Be-
sides, real in situ experimental procedures should be also
carried out for a further extension of the methodology.

More in detail, the pilot experimental investigation was
carried out with the active contribution of 10 participants
and the FaceReaderTM automatic facial expression recog-
nition software [31]. (e number of volunteers was chosen
based on the availability of individual participants and on
the number of experimental records to process for each
participant/stimulus/time interval.(e group of participants
was selected from a class of volunteers preliminary involved
in measurement trials discussed in [25]. (e class of vol-
unteers included 60% females and 40% males, with an av-
erage age of 28 years. No preliminary technical knowledge
on structural glass in constructions was required at the time
of the experiment.

(e remote experimental procedure was planned as in
Figure 3, as an adaptation and extension of [25]. Two
different stimuli were designed to address nervous states
and human reactions of volunteers, namely, a VR set of
“static” items and a “dynamic” video clip of virtual walks.
A special attention was paid for the selection of stimuli, so
as to capture different facial microexpressions and
emotions. For this reason, a preliminary Computer
Assisted Web Interviewing (CAWI) survey was also
distributed in Winter 2020 and used to explore the
prevailing subjective reactions for the selected partici-
pants asked to virtually deal with buildings or open spaces
characterized by a prevailing role of structural glass. At
the end of the remote experiments, moreover, the par-
ticipants were asked to comment about their feelings.

(ere are several literature studies which confirm the
potential of human emotions as a guide for designers in
different research fields [32,33]. Besides, such a result can
be achieved in different ways. Facial microexpressions
are, for example, considered essential for the quantitative
analysis of basic emotions, because human faces provide
useful information about feelings and the inner indi-
vidual states. At the same time, there is a large number of
literature experiments that confirm the strict correlation
between human reactions and emotions with HR data and
their variations over time [34–36], as well as the useful
feedback that can be derived from biosignals [37–39]. In
the present study, both facial expressions and optical HR
data are recorded for volunteers exposed to virtual glass
structures.

As shown in Sections 3–5, the analysis of experimental
results confirms that the use of glass in buildings is still
largely affected by scattered human reactions. For selected
stimuli, a rather close match can be observed for most of
participants. It is worth to be noted that a good trend in
facial microexpressions/emotions and HR data can be found
for the imposed scenarios. Such an outcome, consequently,
suggests the comparative analysis of remote facial measures
with possible in situ experimental records.
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3. Virtual Experimental Analysis

3.1. Remote Testing. (e procedure schematized in Figure 4
was repeated twice for each volunteer, first with a static VR
input and later with a VR video clip of virtual walks. All the
experiments were carried out remotely, under Covid-19
restrictions to mobility, with the support of laptops, a shared
screen for the input stimuli, and a web cam for recording the
face of participants.

(e invited subjects were preliminary informed about
how the experiment would be conducted. To this aim, the
setup was properly checked, so as to avoid disturbing effects
for the record acquisition and for the postprocessing
analysis. A special attention was given to ensure an optimal
and mostly uniform ambient illumination and face exposure
for the participants. (e position of the screen for each
participant was also checked, so as to avoid distortions or
introduce misleading inclination values for the experimental
acquisition. Finally, the presence of participants with glasses
or beard was allowed but separately noted, for a more refined
analysis of collected data. Once the operational conditions
were verified, the input source was shared to all the par-
ticipants. During the presentations, audio communication
was allowed to provide additional comfort to the partici-
pants. No audio source was indeed introduced in addition to
the visual input. During each one of the presentations, the
webcam of controlling machine was used to record the facial
expressions of the participants, while looking at the shared
screen. For this purpose, a preliminary tentative to capture
the best cam resolution and sampling rate was carried out.
(e final choice resulted in high quality records with
minimum 1280× 720 (or 1920×1028) video resolution and
a total of frames in the range of 4300 fo each signal (30–60,
the range of frame rate; 12432 kbits/s, the average bitrate).
(e software analysis was based on all the collected frames
for each record, thus requiring an average of 10 minutes/
setup.

3.2. Measurement of Raw Signals. (e analysis and inter-
pretation of facial expressions and heart rate data for the
participants exposed to VR stimuli was carried out with a
hybrid approach. A fundamental role was assigned to the

automatic analysis offered by FaceReaderTM, for the
quantification of basic human reactions, emotional states,
and HR data as in Figure 2. Furthermore, the manual
elaboration of software results represented a key step of
analysis.

(e selected commercial software was used because it is
based on Artificial Intelligence tools and can efficiently
detect subjective emotions, human reactions, and HR pa-
rameters from input video records. Based on 500 key points
for the description of facial movements, the output classi-
fications of N� 7 nervous states based on facial expressions
include “happy”, “sad”, “scared”, “disgusted”, “surprised”,
“angry”, and “neutral” feelings. (ese states are normalized
and quantified in terms of instantaneous evaluation of
Action Units (AU) for basic emotions. Among others, an
additional intrinsic advantage of the used software is rep-
resented by the optical measure of HR of subjects, based on
complex remote photoplethysmography (rPPG) optical
techniques. (e rPPG module analyzes HR data and HR
variability from input videos of participants, by quantifying
the amount of light that is reflected by their face. (e latter
relates to cardiac cycles and changes in blood volume based
on video captured by the camera [40]. Different literature
studies proved that the remote HR analysis can be powerful
and efficient [41–44]. (e limit requirement is that setup
conditions for the experiments are properly addressed.
Possible movements of participants (i.e., while walking,
talking, etc.) may result in overestimates or underestimates
for real HR data [45,46].

In the present study, the implicit advantage was rep-
resented by constant ambient conditions for all the par-
ticipants and by their mostly fixed position during the whole
experimental analysis (sitting on a chair). Moreover, a
preliminary check of setup features resulted in input video
records for the software generally classified as “high quality”
video sources for remote analysis (Figure 5). An example of
resulting AUs andHR records is shown in Figure 6 for one of
the involved participants. (e experimental measurements
for each participant/virtual experiment/inner state were in
fact collected in the form of AU charts of single basic
emotions (in the range from 0 to 1) and HR data (bpm), as a
function of time.

(a) (b) (c)

Figure 1: Selection of glass built scenarios: (a) cracks and shards in glass walls and windows under hazard (reproduced from [24] with
permission from Elsevier®, copyright license agreement n. 5042381253637, April 2021); (b) indoor pedestrian system (walkway in Aquileia,
IT; reproduced from [9] under the terms and conditions of CC-BY license); (c) Cliffside skyway, CN (reproduced from [25] under the terms
and conditions of CC-BY license).
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3.3. Postprocessing Strategy for Measured Raw Signals. A set
of charts agreeing with Figure 6 was used for the inter-
pretation of human reactions and for the analysis of their
possible correlations with the imposed VR stimuli. To this
aim, postprocessing feedback from volunteers was also used
to double-check the emotional states. It is worth to be noted
that the chart in Figure 6 omits the first instants of records,
where a preliminary discussion was carried out with each
participant to provide instructions and create a comfortable
condition.

3.3.1. Action Units and Emotions. Given that multiple AU
records were collected for each participant/state/VR stim-
ulus, the first postprocessing step consisted in the detailed
analysis of single AUs. (e first effort was spent for the

normalization of AU records in time, so as to offer a more
independent analysis and comparison of AU records for
multiple participants. (is was measured as

AUnorm(t) � AUoriginal(t) − AUinitial,avg(t). (1)

with 0≤ t≤ 120 s and AUnorm(t), the normalized record for
each participant, emotion, and VR scenario, at the time
instant t; AUoriginal(t), the original signal record for each
participant, emotion, and VR scenario, at the time instant t;
AUinitial,avg the mean value of each emotion, participant, and
VR scenario (preliminary stage).

Following equation (1), the individual records of basic
emotions, AUnorm(t), were successively grouped in basic
pos∗ (t) and neg∗ (t) plots. In the pos∗ (t) set, the AU data
in time for feelings marked as “happy” were considered only:

(a)

Skin Pixel Averaging
Peak Detection

Inter-beat intervals

Heart
Rate

Heart Rate
Variability

Face Finding

P.O.S Signal Extraction

Motion Suppression

Freq. Filtering

[Wide+Narrow Band]

3D Head Pose

@ ~30 frames per second

Active Appearance Modelling

(b)

Figure 2: Example of (a) glass structure used as input stimulus (apartment floor in Paris, FR, ©Jerry Jacobs Design) and (b) remote facial
expression analysis.
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pos∗(t) � 
N−1

i�1
AUnorm(t) � f(happy). (2)

Similarly, the neg∗ (t) set included the input data from
feelings marked as “sad”, “angry”, “scared”, and “disgusted”:

neg∗(t) � 
N−1

i�1
AUnorm(t) � f(sad, angry, scared, disgusted).

(3)
(e “surprised” AU data (“SUR(t)”) was disregarded in

the so-calculated pos∗ (t) and neg∗ (t) signals but analyzed
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Figure 6: Example of AU (0–1 range) records of facial expressions and HR data (bmp), over the time of the experimental analysis, as
obtained for one of the participants under VR stimuli.
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POS∗(t) �
pos∗(t) + SUR(t) if pos∗(t)>neg∗(t),

pos∗(t) if pos∗(t)< neg∗(t),


(4)

or

NEG∗(t) �
neg∗(t) + SUR(t) if neg∗(t)> pos∗(t),

neg∗(t) if neg∗(t)< pos∗(t).


(5)

In conclusion, the final detection of comfort trends for a
given visual stimulus was carried out based on the per-
centage variation of elaborated signals, over the time of
analysis. At each increment t of the experiment, the emo-
tional variation was calculated for both POS∗ (t) and
NEG∗ (t) data as

Δ% � 100
Y tn(  − Y tn−1( 

Y tn−1) 
, (6)

with Y�POS∗ (t) or NEG∗ (t), respectively, as in the ex-
ample of Figure 7.

(e prevailing emotional state (and thus comfort trend)
was established analytically, in terms of absolute maximum
values of nervous feelings and max/min percentage varia-
tions. Each time instant t was classified with a final POS or
NEG mark, uniquely detected from data elaboration. A
unitary “comfort weight” value C(t)�POS or NEG (based
on the prevailing nervous state) was assigned to each par-
ticipant/instant/scenario, to facilitate the comparative
analysis of multiple signals and stimuli. More precisely,

for static VR, the primary/prevailing emotion based on
AUs was calculated for each one of the 27 input items
and
for dynamic VR input, the attention was still focused on
primary emotions based on AUs, but for specific frames
only that were detected and selected from absolute AU
peaks and building configurations.

3.3.2. Heart Rate and Emotions. (e elaboration of HR data
derived from rPPG techniques was based on the analysis of
single measures over the time of the experiment. Studies of
literature (see, for example, [21] and Figure 8) demonstrated
that HR measures can offer useful feedback for the quan-
tification of emotions and human feelings. In the present
study, based also on the relatively short duration of stimuli,
the attention was focused on the comparison of HR data
trends with facial expression measurements, for a given
participant/stimulus. In the present study, the HR variation

HR+
(t)HR(t)>HR(t − 1), (7a)

or

HR−
(t)HR(t) <HR(t − 1). (7b)

As in Section 3.3.1, a unitary “comfort weight” C(t) was
assigned to the HR+ and HR− parameters, so that each
instant t could be quantified as in equation (7) with a POS or
NEG reaction. Care was paid especially for HR+ data, so as to
detect possible discomfort/NEG feelings of volunteers, while
the HR decrease (HR−) was related to comfortable situations.
Furthermore, a null comfort weight was assigned to the limit
condition HR(t)�HR(t-1).

3.3.3. Correlation of Heart Rate and Facial Expression
Measurements. (e combined analysis of AUs and HR
outcomes for the comfort quantification of participants was
carried out by comparison of normalized weights over the
time of the experiment. In this manner, the attention was
focused

On the analysis of single elaborated signals for a given
participant and stimulus (HR or facial AU)
On the synchronized analysis of HR and facial ex-
pression data for a single participant, over the time of
experiment; in this case, the attention was focused on
the potential agreement of AU and HR data and trends
at a given time instant t
On the analysis of reaction trends from the whole group
of volunteers

4. Discussion of Stimuli and Results

4.1. Static VR Input. (e participants were subjected to a
selection of 27 pictures, equally spaced at time intervals of 5
seconds. Figure 9 shows some examples, where labels #n
denote the order of items. For each subject, the stimuli
sequence was kept fixed. (e items were selected from
magazines, scientific journals, construction companies
webpages, and newspapers. Major advantage for the selec-
tion of items was taken from the preliminary CAWI survey
(Step 1 in Figure 3).

4.2. Analysis of Prevailing Reactions Based on AUs and HR
Data. Average POS and NEG reactions were first calculated
for each static item and participant. Figure 10 shows the
prevailing reactions in the group of volunteers, giving
emphasis on measured (a) discomfort (NEG and HR+ data)
or (b) comfort (POS and HR−), respectively.

As far as a different time instant is selected in Figure 10, it
is worth of interest to note the variation of POS/NEG and
HR+/HR− data for volunteers. (e chart shows a clear
variation of emotions and human reactions for an assigned
stimulus, with marked fluctuations of POS and NEG data.
Rather balanced POS/NEG conditions can be noticed for

separately. Depending on the individual subject, context, 
and stimulus, “surprised” states can be in fact typically 
associated with both positive or negative feelings [25]. For 
the same reason, “neutral” states were omitted from the 
study, due to the virtual remote setup. (e final marking of 
emotional data was based on the analysis of prevailing AUs 
at a given time instant t, where the SUR(t) input was 
superimposed as

in time was labelled as HR+(t) or HR-(t), respectively (with 0 
≤ t ≤ 120s), with
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some instants of the experiment. Moreover (at least for some
intervals), a good correlation of NEG/HR+ trends can be
observed, in the same way of POS/HR− variations in time.
Within the limitations of the study, such a finding confirms
that HR increases corresponding to discomfort and negative
feelings for participants, while the HR decrease can be re-
lated to a more comfortable situation and nervous state.

A more concise analysis of measured AUs and HR data
for each stimulus can be indeed carried out based on Fig-
ure 11, where average experimental outcomes are proposed
for the 27 items (5 seconds each). (e good match of NEG
and HR+ data for most of the pictures is worth to be noted.
Rather close agreement (but for a limited number of items)
can be observed also for POS andHR− trends, thus enforcing
the potential of the procedure.

In this regard, some first conclusions about the exper-
imental method can be derived when global results are
grouped and analyzed as for items characterized by

prevailing NEG reactions (#14, #19, #25, #27),
prevailing POS reactions (#1, #10, #20, #21),
mostly “balanced” NEG and POS reactions (#2, #3, #5,
#15, #16),
prevailing NEG values with a good match of
HR + reactions, to denote discomfort (#19, #25), and
prevailing POS values with a good match of HR + re-
actions (#10, #20, #21, #24).

Selected items with marked NEG and POS reactions are
proposed in Figures 12 and 13, respectively.
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Figure 7: Example of calculated (a) POS ∗ and (b) NEG ∗ measurements of AU signals, as obtained for one of the participants under the VR
input source.
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Figure 8: Heart rate analysis over the time of VR experiment: (a) procedure presented in [21] (figure reproduced under the terms and
conditions of a CC-BY license) and (b) current study.
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4.3. Analysis of Reactions Based on the Subject of Items. A
special care was paid for the analysis of experimental
measurements for grouped static pictures. (e attention was
focused on glass structures and components representative
of major categories of items and built environments, namely:

Group A: pedestrian glass systems and structures or
glass elements characterized by risk of fall for the
occupants (items #4, #8, #10, #13, #15, #17, #18, #20,
#22, #23, and #27).

Group B: glass systems or elements with damage and/or
under hazard (items #6, #9, #12, and #25).

Group C: others (#1, #2, #3, #5, #7, #11, #14, #16, #19,
#21, #24, and #26).

Figure 14 reports the residual static items from the full set of
27 pictures, while Table 1 presents a summary of prevailing
reactions based on facial expressions and heart rate parameters
(% of prevailing measurements for grouped items).

It is worth to be noted that there is a marked NEG response
for groups A and B that are characterized by amajor risk for the
participants. In particular, the presence of damage (B) evokes

high discomfort in the majority of the involved volunteers.
Besides, for the set of pictures in group C, a more balanced
response was measured. For the pictures in group A, the ex-
perimental outcome suggests that pedestrian glass systems
involve the highest human reaction and intrinsic discomfort,
compared to other glazing solutions in buildings.(e effect can
be justified by the fact that the human interaction with the
structure becomes predominant. It is important to notice the
POS effect of occupants in the pictures, as, for example, in the
case of item #10.

Even under the limitations of the experimental study
herein presented, the collected results suggest that as far as
the structural design of the glass system is optimally
designed to preserve robustness, stability, and overall
protective feedback for the occupants, the first human
reaction is slightly on the side of POS feelings. In this
regard, it is necessarily required to explore further this
kind of scenario and extend the VR experimental stage
with field experiments, so as to capture the human re-
actions of active pedestrians and combine these emotional
feelings with the structure vibrations and other me-
chanical parameters of primary interest for the dynamic

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 9: Selection of static input sources for the static VR experiment: (a) private room (Off-grid itHouse, Pioneertown, USA; © Airbnb);
(b) Amsterdam RAI Hotel, NL (courtesy of © A Bakker); (c) Hongyagu bridge, Hebei, CN (© REUTERS/Stringer); (d) windows under blast
hazard; (e) stair (Apple Cube, New York, USA, © Sedak GmbH & Co KG); (f ) facade and walls; (g) window under vehicle impact; (h) Space
Needle tower (Seattle, WA, USA); (i) skyscraper (Willis Tower, Chicago, USA). (a) Item #1; (b) item #2; (c) item #4; (d) item #6; (e) item #8;
(f ) item #11; (g) item #12; (h) item #15; (i) item #20.
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characterization of the structure itself under the effects of
walking occupants.

In terms of HR+ and HR− correlations in Table 1, finally,
the collected results suggest some agreement with facial
expression outcomes but also recommend the need of a
more extended analysis in this direction (i.e., number of
volunteers/stimuli).

5. Discussion of Results from Dynamic
VR Experiment

(e second stage of remote investigation was carried out with
the same group of participants exposed to a virtual walk in a
glazing environment. Major benefit was taken from the

adaptation of a VR clip representative of a real case-study
building (Generali Real Estate French Branch) located in Paris.
(e building, as shown in Figure 15, is currently under ren-
ovation and is characterized by a large amount of structural
glass in facades, roofs, and floors. In order to preserve a total
duration of 120 seconds for the whole experimental analysis, the
selection of clips for the case-study building was divided into
three different virtual walks (40 seconds/each), realized at the
roof/terrace level (W1), at the ground level, from the main
entrance of the building (W2), and at the first level (W3), within
the internal open space. More in detail, the walks were char-
acterized by the following:

W1 (outdoor): risk of fall (glass balustrades) and
presence of glass facades.
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Figure 11: Detection of prevailing reactions (for the whole group of participants), as a function of the input stimulus, based on facial
expression or heart rate data. In evidence, the discomfort of participants.
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Figure 10: Detection of prevailing reactions (for the whole group of participants), as a function of the time of analysis, based on facial
expression or heart rate data. In evidence, the measured (a) discomfort or (b) comfort of participants.
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(a) (b)

Figure 13: Static input items with good match of NEG (or POS) and HR variation: (a) Markthal, Rotterdam, NL (©MVRDV); (b) Hubertus
Hotel (Valdaora, IT, © Design & Contract). (a) Item #19; (b) item #24.

(a) (b)

(c) (d)

(e) (f )

Figure 12: Static input items with prevailing (a)-(b) NEG, (c)-(d) POS reactions, or (e)-(f ) balanced NEG-POS reactions: (a) Zhangjiajie
bridge, Hunan, CN (© Getty Images); (b) cliff concept boutique hotel (© Hayri Atak); (c) mock-up of glass floor system (© Vitroplena bvba,
BE); (d) walls (Amsterdam, NL (© A’DAM Lookout)); (e) walls (Glass Pavilion Rheinbach, DE (from [47] (© (F) Wellershoff)); (f ) roof
(Botanical Garden, Amsterdam, NL). (a) Item #25; (b) item #27; (c) item #10; (d) item #21; (e) item #3; (f ) item #16.
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(a) (b)

(c) (d)

(e) (f )

(g) (h)

(i) (j)

Figure 14: Static input items: (a) private room (Off-grid itHouse, Pioneertown, USA; © Airbnb); (b) glass bricks (Chanel Amsterdam Store,
NL, ©MVRDV); (c) delamination (reproduced from [48] under the terms and permissions of a CC-BY license); (d) skywalk (Mahanakhon,
Bangkok, THA, © Tripadvisor); (e) roof (30 St Mary Axe Tower, London, UK, © ArchDaily); (f ) footbridge (glass bridge, Lisbon, PT, ©
Schlaich Bergermann Partner, DE); (g) skywalk (Jasper National Park, CA, © Getty Images); (h) walkway (Cliffside skyway, CN, © Global
Times); (i) observation deck (360 Chicago Tilt, Chicago, USA, © Tripster); (j) underwater restaurant (N) © Dezeen. (a) Item #5; (b) item #7;
(c) item #9; (d) item #13; (e) item #14; (f ) item #17; (g) item #18; (h) item #22; (i) item #23; (j) item #26.

Table 1: Analysis of prevailing reactions for static VR items by subject (% values given for the items).

Prevailing reaction (facial
expression) (%)

Prevailing reaction (heart rate)
(%)

POS NEG HR- HR+

Group A (11 items) 18 82 37 63
Group B (4 items) 0 100 50 50
Group C (12 items) 48 52 70 30
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W2 (indoor): risk of fall (glass floor), but also glass roof
on the top, glass walls, and internal partitions.
W3 (indoor): risk of falls (glass balustrades) and
presence of a glass floor (visual stimulus only).

Figure 16 shows the analysis of POS, NEG, and HR+

data for the group of volunteers. (e dynamic VR scenario
gave evidence of scattered emotional responses from the
volunteers. Furthermore, the HR+ trend for the group of
volunteers was observed to have close correlation with
NEG data, thus confirming and enforcing, under the
limitations of the present setup, the experimental findings
from Section 4.

Worth of interest in Figure 16 is the local and global
fluctuation of POS or NEG peaks (and thus HR+ data) and
their correlation with visual stimuli. Major NEG/HR+ peaks
of discomfort were in fact detected for conditions charac-
terized by the presence of

outdoor or indoor balustrades (risk of fall) and

floors (risk of fall),

while major comfortable responses were calculated for
scenarios with

facades/walls (no direct contact) and

roof components (no direct contact),

thus suggesting again an agreement with the experi-
mental outcomes from the static VR scenario.

On the other side, a more scattered and weak evolution of
HR+ data with NEG values was noticed in Figure 16, compared
to Section 4. A reason for such an outcome could be found in
the dynamic nature of the stimulus itself [20,21].

Certainly, a direct comparison of human reactions
under static or dynamic VR stimuli is not possible. (e
context features as well as the subjective response of
participants in a given remote scenario could be affected
by several aspects. In Figure 17, to this aim, the analysis of
heart rate parameters is shown for all the volunteers
exposed to the two experimental conditions. A mostly
uniform response under static or dynamic stimuli can be
observed only for a few participants.

In this regard, future investigations will be carried out
to quantify more in detail the subjective reaction of
occupants in glass building scenarios, as well as the
correlation of design parameters and quantitative data of
human reactions. Most importantly, instrumented ex-
perimental configurations will be examined under field
scenarios with real walks from the participants and a new
calibration of their subjective feelings.

(a) (b) (c)

(d) (e) (f )

Figure 15: Selection of screenshot frames from the VR video clip (courtesy of © Generali Real Estate French Branch, adapted from http://
www.helloworldparis.com) inspired by the case-study palace in Paris, FR: (a) view of the building (from Rue Réaumur); (b) internal open
space; (c) top terrace; (d) glass conical envelope/facade; (e) glass floor (from the top/ground level); (f ) glass roof (from the bottom/ground
level).
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6. Conclusions

(e analysis, quantification, and optimization of human
comfort in the built environment is a target for several
design fields and depends on several engineering aspects that
can be mathematically controlled to satisfy specific per-
formance indicators. Typical examples relate to structural,
energy, and thermal design issues. On the other side, human
reactions are also sensitive to a multitude of parameters that
find origin in subjective feelings of users, in the same way in
which the so-called “emotional architecture” aims at evoking
positive responses of building occupants.

In this paper, an experimental analysis was presented and
addressed in support of the quantitative measure and analysis
of emotional and nervous states of users for selected built
scenarios, towards the definition of enhanced design strategies
that could combine engineering targets/methods with archi-
tectural concepts, technological solutions, and evocation of
subjective feelings of customers. In doing so, major advantage
was taken from the use of virtual experimental techniques and a
facial expression commercial software able to capture both
microexpressions and nervous states of participants (based on
facial Action Units (AUs)), as well as heart rate (HR) pa-
rameters. A group of 10 volunteers was in fact exposed to visual
stimuli of static and dynamic glazing environments.

By designing an input stimulus characterized by a
prevailing role of structural glass elements (i.e., roofs, floors,
balustrades, etc.), the attention was focused on the quan-
tification of the herein called “positive” (POS) or “negative”
(NEG) feelings of participants based on their facial
microexpressions and feedback, as well as to address the
possible correlation of heart rate modifications with the so-
detected POS and NEG emotions. As shown, the analysis of
remote experimental measurements gave evidence of some
good correlations of facial expression parameters, HR
trends, and input stimuli, and this was found in agreement
with preliminary expectations at the time of the experi-
mental planning. Postprocessing feedback also suggested the
use of remote tools and facial measurements in support of
comfort analysis, as a direct quantitative measure of nervous
states evoked by virtual stimuli. (e remote measurement of
HR variations for participants was then addressed to explore
their potential correlation with selected input stimuli and
corresponding facial expression/emotional state. Well
promising outcomes were observed through the post-
processing analysis, with general HR trends in correlation
with facial microexpressions outcomes, for most of the
stimuli. On the other side, while proving the efficiency of the
approach, the same experimental outcomes highlighted
scattered human reactions for some of the stimuli, thus
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Figure 17: HR data (bpm) for the involved participants under static or dynamic VR setup: (a) average and (b) standard deviation.
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Figure 16: Detection of prevailing reactions (for the whole group of participants), as a function of the time of analysis for the dynamic VR
scenario.
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1. INTRODUCTION

The upcoming Tier III regulation (International Maritime
Organization, 2013) is the next milestone for EGR technol-
ogy in large two-stroke engines. The EGR system is used
to reduce NOx emissions by recirculating a fraction of the
exhaust gas into the scavenging manifold. This results in
a lower combustion peak temperature and consequently
a reduction in NOx formation. Due to the high financial
costs of performing tests on a real engine, a reliable and
fast dynamic engine model is an important tool for the
development of new EGR control systems.

A lot of research can be found in literature about Mean
Value Engine Models (MVEM) with EGR systems for
automotive engines, e.g., Wahlström and Eriksson (2011)
and Nieuwstadt et al. (2000). However, much less research
has been done in the same area with large marine two-
stroke diesel engines. A few examples are Blanke and
Anderson (1985), Theotokatos (2010) where an MVEM
of a marine engine was developed, and Hansen et al.
(2013) where a similar model of the engine used here was
proposed.

In this study the proposed MVEM is based on the
4T50ME-X test engine from MAN Diesel & Turbo, which
is a turbocharged two-stroke diesel engine with direct
injection, uniflow scavenging and variable valve timing.
It can provide a maximum rated power of 7080 kW at
123 RPM . It is equipped with an EGR system and a
Cylinder Bypass Valve (CBV). The purpose of the valve
is to keep the desired turbocharger speed when the engine
operates under high EGR rates. In those situations less
energy is transferred through the turbine, thus part of the
compressor air mass flow is bypassed to boost the turbine.

2. MODELING

The MVEM consists of six states and seven control inputs.
The states are scavenging manifold pressure and oxygen
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Fig. 1. Structure of system with state variables (blue) and
control inputs (red)

mass fraction, pscav and XO,scav, compressor outlet pres-
sure, pc,out, exhaust manifold pressure and oxygen mass
fraction, pexh and XO,exh and turbocharger speed, ωtc.
The control inputs are fuel mass flow, ṁfuel, EGR blower
speed, ωblow, fuel injection time, tinj , fuel injection angle
αinj , exhaust valve closing angle, αEV C , cut-out valve
(COV) position, ucov, and CBV position, ucbv. Figure 1
gives an overview of the model. The engine model consists
of several interconnected submodels which are introduced
in the following subsections.

2.1 Turbocharger

The turbocharger model includes submodels for the com-
pressor, the turbine and the connecting shaft.

Compressor
The mass flow and efficiency models of the compressor are
based on the parameterization of the performance maps in
SAE format. The turbocharger speed and the compressor
mass flow in the performance map are corrected in order to
take into account changes in ambient conditions. The com-

Keywords: Engine modeling, diesel engines, parametrization, validation, nonlinear systems
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αinj , exhaust valve closing angle, αEV C , cut-out valve
(COV) position, ucov, and CBV position, ucbv. Figure 1
gives an overview of the model. The engine model consists
of several interconnected submodels which are introduced
in the following subsections.
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Compressor
The mass flow and efficiency models of the compressor are
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SAE format. The turbocharger speed and the compressor
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Abstract:

A two-stroke turbocharged marine diesel engine's nonlinear mean value engine model (MVEM) is built, parameterized, and 
verified against measurement data. The goal is to construct a computationally quick and accurate engine model that captures the 
major dynamics and can be utilised to develop control systems for the recently implemented EGR system. The tuning technique 
is described, and the outcome is a six-state MVEM with seven control inputs that captures the syst-em's primary dynamics.  
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The control inputs are fuel mass flow, ṁfuel, EGR blower
speed, ωblow, fuel injection time, tinj , fuel injection angle
αinj , exhaust valve closing angle, αEV C , cut-out valve
(COV) position, ucov, and CBV position, ucbv. Figure 1
gives an overview of the model. The engine model consists
of several interconnected submodels which are introduced
in the following subsections.

2.1 Turbocharger

The turbocharger model includes submodels for the com-
pressor, the turbine and the connecting shaft.

Compressor
The mass flow and efficiency models of the compressor are
based on the parameterization of the performance maps in
SAE format. The turbocharger speed and the compressor
mass flow in the performance map are corrected in order to
take into account changes in ambient conditions. The com-

Keywords: Engine modeling, diesel engines, parametrization, validation, nonlinear systems

1. INTRODUCTION

The upcoming Tier III regulation (International Maritime
Organization, 2013) is the next milestone for EGR technol-
ogy in large two-stroke engines. The EGR system is used
to reduce NOx emissions by recirculating a fraction of the
exhaust gas into the scavenging manifold. This results in
a lower combustion peak temperature and consequently
a reduction in NOx formation. Due to the high financial
costs of performing tests on a real engine, a reliable and
fast dynamic engine model is an important tool for the
development of new EGR control systems.

A lot of research can be found in literature about Mean
Value Engine Models (MVEM) with EGR systems for
automotive engines, e.g., Wahlström and Eriksson (2011)
and Nieuwstadt et al. (2000). However, much less research
has been done in the same area with large marine two-
stroke diesel engines. A few examples are Blanke and
Anderson (1985), Theotokatos (2010) where an MVEM
of a marine engine was developed, and Hansen et al.
(2013) where a similar model of the engine used here was
proposed.

In this study the proposed MVEM is based on the
4T50ME-X test engine from MAN Diesel & Turbo, which
is a turbocharged two-stroke diesel engine with direct
injection, uniflow scavenging and variable valve timing.
It can provide a maximum rated power of 7080 kW at
123 RPM . It is equipped with an EGR system and a
Cylinder Bypass Valve (CBV). The purpose of the valve
is to keep the desired turbocharger speed when the engine
operates under high EGR rates. In those situations less
energy is transferred through the turbine, thus part of the
compressor air mass flow is bypassed to boost the turbine.

2. MODELING
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Fig. 1. Structure of system with state variables (blue) and
control inputs (red)

mass fraction, pscav and XO,scav, compressor outlet pres-
sure, pc,out, exhaust manifold pressure and oxygen mass
fraction, pexh and XO,exh and turbocharger speed, ωtc.
The control inputs are fuel mass flow, ṁfuel, EGR blower
speed, ωblow, fuel injection time, tinj , fuel injection angle
αinj , exhaust valve closing angle, αEV C , cut-out valve
(COV) position, ucov, and CBV position, ucbv. Figure 1
gives an overview of the model. The engine model consists
of several interconnected submodels which are introduced
in the following subsections.

2.1 Turbocharger
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pressor mass flow is modeled using super-ellipses centred
at the origin. A similar approach is found in Leufvén and
Eriksson (2013). The explicit expression of a super-ellipse
is

ṁc,corr = a

(
1−

(
Πc

b

)n) 1
n

(1)

where Πc is the pressure ratio over the compressor,
pc,out/pc,in. The variables a, b and n are described by third
order polynomials of the corrected turbocharger speed, so
the model has 12 tuning parameters.

The compressor efficiency is modeled by parameteriz-
ing the manufacturer performance map with rotated and
translated ellipses. The implicit expression of an ellipse
rotated α and translated from the origin to (a0, b0) is as
follows(

(x− a0) cosα− (y − b0) sinα

a

)2

+
(
(x− a0) sinα+ (y − b0) cosα

b

)2

= 1

(2)

where in this case x corresponds to ṁc and y corresponds
to ηc. The coefficients a0, b0, a, b, and α are described using
second order polynomials of Πc so the model consists of
15 parameters to estimate.

Turbine
The turbine corrected mass flow is described as in Eriksson
and Nielsen (2014)

ṁt,corr = Ct

√
1−Πkt

t (3)

where Πturb is the pressure ratio over the turbine,
pt,out/pexh. Moreover, kt and Ct are parameters to be
estimated.

The turbine efficiency is commonly modeled using the
Blade Speed Ratio (BSR), e.g. Wahlström and Eriksson
(2011) and Eriksson and Nielsen (2014)

BSR =
Rt ωt√

2 cp,e Tt,in

(
1−Π

1− 1
γe

t

) (4)

where Rt is the turbine blade radius. The turbine efficiency
is again modeled with rotated and translated ellipses
using (2). In this case x corresponds to the BSR and
y corresponds to the ηt. The coefficients a0, b0, a, b,
and α are described as second order polynomials of the
corrected turbocharger speed, thus 15 parameters need to
be determined.

Connecting Shaft
The turbocharger shaft speed is described by Newton’s
second law using the power recovered from the exhaust
gas by the turbine and transferred to the compressor

d

dt
ωtc =

Pt − Pc

Jt ωtc
(5)

where the parameter Jt corresponds to the overall tur-
bocharger inertia. Pt and Pc are the turbine and com-
pressor powers, respectively. Note that the mechanical
efficiency is not included in (5), it is already included in
the turbine efficiency of the SAE map.

The power generated by the turbine and the power con-
sumed by the compressor are defined as in Dixon (1998)

Pt = ηt ṁt cp,e Tt,in

(
1− (Πt)

γe� 1
γe

)
(6)

Pc =
ṁccp,aTc,in

ηc

(
(Πc)

γa� 1
γa − 1

)
(7)

2.2 Control Volumes

The model consists of three control volumes. The com-
pressor outlet and the two manifolds, they are all modeled
with standard isothermal models as proposed in Heywood
(1988) and Eriksson and Nielsen (2014).

The pressure at the compressor outlet is described by

d

dt
pc,out =

Ra Tc,out

Vc,out
(ṁc − ṁcool − ṁcbv) (8)

where Vc,out is the control volume size, and it has to be
estimated and Tc,out is described in (14).

At the scavenging manifold, the temperature is assumed to
be constant since the cooler is considered to be ideal and
capable of maintaining a constant scavenging temperature.
Two states are needed to fully characterize the manifold,
the pressure and the oxygen mass fraction. The pressure
is governed by the following differential equation

d

dt
pscav =

RaTscav

Vscav
(ṁcool + ṁegr − ṁdel) (9)

where Vscav is the volume of the manifold and has to be
estimated. The oxygen mass fraction is described as in
Wahlström and Eriksson (2011)

d

dt
XO,scav =

RaTscav

pscavVscav
(XO,exh −XO,scav) ṁegr +

RaTscav

pscavVscav
(XO,a −XO,scav) ṁcool

(10)

where XO,a is the mass fraction of oxygen in dry air.

As in the previous manifold, two states characterize the ex-
haust manifold, the pressure and the oxygen mass fraction.
The exhaust pressure is driven by the following differential
equation

d

dt
pexh =

Re Texh

Vexh
(ṁcyl − ṁegr − ṁexh,out) (11)

with
ṁexh,out = ṁt − ṁcbv (12)

and where Vexh is the exhaust manifold volume and a
tuning parameter, and ṁcyl = ṁdel + ṁfuel. The oxygen
mass fraction is defined in a similar manner as in the
scavenging manifold

d

dt
XO,exh =

ReTexh

pexhVexh
(XO,cyl −XO,exh) ṁcyl (13)

where XO,cyl is the oxygen mass fraction coming out
from the cylinders. Since the injected fuel combustion is
assumed to be ideal and complete, XO,cyl is calculated as
equation (16) in Wahlström and Eriksson (2011).

2.3 CBV

The CBV model consists of a submodel for the compressor
outlet temperature, a submodel for the flow through the
CBV valve and a submodel for the flow through the cooler.
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The temperature at the compressor outlet is calculated
using the definition of the adiabatic efficiency of the
compressor from Dixon (1998)

Tc,out = Tc,in

(
1 +

(Πc)
γa� 1
γa − 1

ηc

)
(14)

The mass flow through the CBV is modeled as a com-
pressible turbulent restriction. A generic formulation of
the model is presented as follows

ṁ =
Aeff pin√
RiTin

√
2 γi

γi − 1

(
Π

2
γi −Π

γi+1

γi

)
(15)

for this case, ṁ is the mass flow through the CBV, Π is the
pressure ratio pexh/pc,out, γi and Ri are the heat capacity
ratio and the specific gas constant of air, respectively. Aeff

corresponds to the CBV effective area Acbv, which in this
case is variable depending on the control input ucbv, and
it is defined as follows

Acbv = Amax(1− cos(ucbv
π

2
)) (16)

where Amax is a tuning parameter that corresponds to the
maximum area of the restriction.

The mass flow through the cooler is described by an
incompressible turbulent restriction, described in Eriksson
and Nielsen (2014)

ṁcool = kcool

√
pc,out (pc,out − pscav)

Tc,out
(17)

where kcool is a parameter to be estimated.

In situations where the CBV is open, the turbine inlet
temperature cannot be assumed to be equal to the exhaust
temperature. To consider the temperature drop caused
by the CBV flow, the perfect mixing model described in
Eriksson and Nielsen (2014) is used

Tt,in =
Texh cp,eṁexh,out + Tc,out cp,a ṁcbv

cp,e ṁexh,out + cp,a ṁcbv
(18)

With this formulation, an algebraic loop is encountered
between the Tt,in and the ṁt calculations. In order to
break the algebraic loop, it is assumed that ṁexh,out

in (18) can be approximated by its steady state value
ṁexh,out = ṁcyl − ṁegr.

The exhaust oxygen measurement equipment is installed
downstream of the turbine. When the CBV is open, it
affects the measurement. Therefore, a new oxygen mass
fraction is calculated in (19) for validation purposes.

XO,t =
XO,exh ṁexh,out +XO,a ṁcbv

ṁt
(19)

In this expression, the ṁexh,out used is described by
equation (12).

2.4 Cylinders

The mass flow through four-stroke engines is commonly
modeled with the volumetric efficiency as in Wahlström
and Eriksson (2011) and Heywood (1988). For two-stroke
engines, the mass flow through all cylinders can be approx-
imated with the flow through a compressible turbulent
restriction. The continuous flow represents the average

flow through all cylinders. The same approach is found
in Hansen et al. (2013) and Theotokatos (2010). The same
generic equation (15) is used, and in this case the ṁ is
the delivered mass flow ṁdel through the cylinders, Π is
the pressure ratio over the cylinders pexh/pscav, γi and Ri

correspond to the heat capacity ratio and the specific gas
constant of air. Aeff is the effective area of the restriction,
and has to be estimated.

It is common to characterize the scavenging process in two-
stroke engines with the scavenging efficiency ηscav and the
trapping efficiency ηtrap. Their definitions can be found in
Heywood (1988). The delivery ratio (DR) is defined as the
ratio between the delivered flow and the ideal flow at the
scavenging manifold density

DR =
2π ṁdel

ncyl ωeng V1

(
Ra Tscav

pscav

)
(20)

The model proposed here is a combination of the two
limited ideal models introduced in Heywood (1988), the
perfect displacement and the complete mixing. The perfect
displacement assumes that the burned gases are displaced
by the fresh gases without mixing, on the other hand,
the complete mixing model assumes instantaneous mixing
of the gases when fresh mixture enters the combustion
chamber. By introducing the tuning parameters Kse1 and
Kse2 in the complete mixing model (21) and (22), an
intermediate formulation is obtained, with the purpose of
taking into account the late exhaust valve closing.

ηscav = 1− e−Kse1 DR (21)

ηtrap =
1− e−Kse2 DR

DR
(22)

Limited pressure diesel cycle
As an overview, six changes to the cycle presented in
Wahlström and Eriksson (2011) have been incorporated.

(i) The constant volume burned ratio xcv is considered
variable. The maximum pressure rise in the cylinders is
regulated by the control system as a safety measure. The
regulation is accomplished by delaying the injection. To
be able to model late injection, the xcv is considered a
linear function of the start crank angle and duration of
the injection. The model is shown in (23). A similar model
for xcv is shown in Lee et al. (2010).

xcv = c1 + c2 αinj + c3 tinj (23)

where the three parameters ci have to be estimated.

(ii) The compression process is considered to start when
the exhaust valve closes. In that instant the crank angle
is given by αEV C . The volume of the combustion chamber
based on the crank angle is used in the limited pressure
cycle calculations, and it is defined as equation (4.3) from
Eriksson and Nielsen (2014). Also, the expansion process
is assumed to last until the bottom dead center.

(iii) Both the compression and the expansion processes
are considered polytropic Jiang et al. (2009) in order
to consider heat exchange with the cylinder walls, both
polytropic exponents of the compression and expansion
are tuning parameters.

(iv) The delivered mass flow is assumed to be heated by
a tuning factor dTcyl before the cycle starts. The heating
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affects both the trapped and the short-circuited flows (25).
The pressure of the trapped gas when the combustion
chamber is sealed is assumed to be the scavenging pressure,
while the temperature is described by

T1 = Tcyl (1− ηscav) + ηscav (Tscav + dTcyl) (24)

The algebraic loop between the initial cycle temperature,
T1 and the cylinder out temperature, Tcyl, is solved using
the previous sample value for Tcyl similar to what is done
in Wahlström and Eriksson (2011).

(v) The cv,a before the constant volume combustion starts
and the cp,a at the beginning of the constant pressure com-
bustion are calculated based on the temperatures at the
respective crank angles. To perform such calculation, the
NASA polynomials are used to describe these parameters
in terms of temperature. The same polynomials found in
Goodwin et al. (2014) are used here.

(vi) To determine the exhaust temperature Texh, charac-
terized by the mixture of the short-circuited flow and the
trapped flow in the cylinder at their respective tempera-
tures, the perfect mixing model is used again in the same
manner as (18). The short-circuited flow is defined as

ṁsh = ṁdel − ṁtrap (25)

Using the pressures and the volumes of each process in the
thermodynamic cycle, the indicated power of the cycle is
computed using equations (2.14) and (2.15) in Heywood
(1988). To sum up, the limited pressure cycle has eight
parameters to determine.

2.5 EGR loop

The EGR loop model consists of a blower to overcome
the pressure difference between exhaust and scavenge
manifolds, a recirculation valve and a cut-out valve (COV)
to manage the start-up of the EGR system. The flow is
considered ideally cooled to scavenging temperature.

EGR Blower
The performance map is expressed in a non-dimensional
space described by the Head Coefficient (Ψ) and the Flow
Coefficient (Φ), their definitions are shown in (26) and (28)
respectively

Ψ =

2 Tscav cp,e

(
Π

γ� 1
γ

blow − 1

)

(ωblow Rblow)
2 (26)

where ωblow is the blower angular speed, Rblow is the
blower blade radius and Πblow is the pressure ratio over
the blower pscav/pexh.

The non-dimensional performance map is modeled with
the same approach as the compressor mass flow, but
here only one speed line is parameterized. Therefore, the
parameters a, b, and n are constants and need to be
estimated.

Φ = a

(
1−

(
Ψ

b

)n) 1
n

(27)

Rearranging the definition of Φ, the mass flow through the
blower ṁblow is obtained

ṁblow =
pexh

Re Tscav

(
Φ ωblow π R3

blow

)
(28)

The existence of a leak in the recirculation valve is known,
however, its magnitude is unknown. The leak mass flow
ṁleak is modeled as a compressible turbulent restriction,
like in (15). But in this case, the Π is the pressure ratio over
the recirculation valve pexh/pscav, γi, and Ri corresponds
to the heat capacity ratio and the specific gas constant
of exhaust gas respectively. Aeff corresponds to the leak
effective area. The resulting mass flow through the EGR
system is

ṁegr = (ṁblow − ṁleak) f (ucov) (29)

where f (ucov) describes the valve dynamics as

f (ucov) =
(
1− e−

1
τcov

ucov

)
(30)

ucov only regulates the flow during start-up of the system,
then the flow is controlled using the blower speed.

3. EXPERIMENTAL DATA AND TUNING
PROCEDURE

The parameters in the submodels are estimated using
engine measurements. The measured signals: pc,in, pt,out,
Tc,in and ωeng are used in the estimation and in the
validation of the model in the same manner as if they were
inputs to the model.

Unfortunately, the oxygen sensors were not properly cali-
brated before the measurements. Thus the stationary val-
ues cannot be trusted and will not be used for estimation
purposes. More information (types, starts and stops and
number of steps) about each of the dynamic datasets can
be found in the top part of Table 2.

The following relative error is used to quantify the differ-
ence between the modeled signals, ymod, and the measured
signals, ymeas

erel[k] =
ymod[k]− ymeas[k]

1/N
∑N

j=1 ymeas[j]
(31)

the euclidean norm of this relative error is used as the
objective function to minimize in the tuning procedure.

3.1 Submodels initialization

Some of the submodels are initialized using the maps
provided by the component manufacturer. Table 1 presents
the stationary errors of the submodels that are initialized.

Table 1. Relative errors of the initialized submodels

Model ṁc ηc ṁt ηt ṁblow

Mean rel. error [%] 3.11 0.69 0.19 0.31 0.47

Max rel. error [%] 14.5 3.24 0.45 1.03 0.87

To get an initial guess and to avoid overparametrization in
the pressure limited cycle submodels, e.g. (23), a few extra
stationary measurements are used, which are not used
later in the model simulation, e.g., the maximum cylinder
pressure and ordered cylinder compression pressure. This
initialization is based on a least-squares optimization with
Texh and the indicated power of the cycle as objectives.
Since some of the submodel inputs are not measured, e.g.,
ṁdel, those submodels have to be used in this initialization.
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3.2 Overall stationary estimation

Since there are no mass flow measurements apart from
ṁegr, some submodels cannot be properly initialized, e.g.,
the ṁeng or the ṁcbv. Therefore all the parameters have
to be estimated together, since the optimization problem
cannot be separated. Another reason for estimating all pa-
rameters at the same time is that it is difficult to attain the
same stationary levels for the modeled and the measured
signals by fixing the previously estimated parameters. The
overall estimation is performed with 27 different stationary
points extracted from the estimation datasets. A point is
considered stationary when the pressure and temperature
signals are stabilized.

The measured states are used as inputs in the optimization
since they cannot be integrated for isolated stationary
points. To ensure that the model outputs are stationary at
the stationary points, the derivative terms of (5), (8), (9)
and (11) are added into the objective function weighted by
the mean of the measured state to provide fair comparison.
The objective function is defined as

Vstat(θ) =
1

NM

M∑
i=1

N∑
n=1

(ẋi[n])2

1/N
∑N

j=1 x
i
meas[j]

(32)

+
1

NS

S∑
i=1

N∑
n=1

(eirel[n])
2

where the first row minimizes the residuals of the dynamic
models. With x1 = pscav, x2 = pexh, x3 = pc,out and
x4 = ωt, the second row minimizes the relative error of the
EGR mass flow, the exhaust temperature and the engine
indicated power. N is the number of stationary points
available. The vector θ represents the parameters to be
estimated, which in this case are all the static parameters,
except for the compressor parameters and the turbine
efficiency parameters. This selection has proven to be a
good trade-off between objective function complexity and
model accuracy.

3.3 Dynamic estimation

Keeping the static parameters already estimated fixed, the
next step is to tune the parameters of the dynamic models
(5), (8), (9), (11) and (30). From the available datasets, 13
step responses were extracted and used in the estimation.
These steps consist of EGR blower speed steps, fuel flow
steps and CBV steps. In the same manner as it is done
in Wahlström and Eriksson (2011), the measurements and
the model outputs are normalized so the stationary errors
have no effect on this estimation. The objective function
used is

Vdyn(θ) =
J∑

i=1

D∑
z=1

1

Lz

Lz∑
l=1

(xi
meas,n[l]− xi

mod,n[l])
2 (33)

where xi are the control volume pressures and the tur-
bocharger speed, J , is the number of states (excluding
oxygen mass fractions), D is the number of steps used,
and Lz is the length of each step. The parameter vector is
thus θ = [Jt, Vscav, Vexh, Vc,out, τcov]
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Fig. 2. Model simulation vs measurements of dataset 11.

4. MODEL VALIDATION

Table 2 presents the mean relative errors in percentage for
all dynamic datasets. The 27 extracted stationary points
are used to compute the mean required in the denominator
of (31). This is done to provide a fair comparison between
them, so all errors for different datasets are weighted with
the same mean value. Excluding the EGR mass flow, the
model errors are below 6.28% and in general below 3%. A
higher error is observed for the EGR mass flow, where the
mean for all datasets is 7.34%.

Figure 2 shows the states of the model compared to the
measurements for dataset 11. Since the oxygen measure-
ments are not calibrated, the modeled and the measured
signals are normalized to compare only the dynamic be-
havior. This dataset has a load step, several EGR blower
speed steps and a start and stop of the EGR system which
is coupled to the CBV operation. It can be observed that
the model captures the dynamics of the system.

5. CONCLUSION

An MVEM for a large marine two-stroke engine is pro-
posed and validated. The estimation is done with part of
the datasets available while the validation against mea-
surements is done for another set of datasets. The overall
agreement of the states is good, and the model is able to
capture the general state dynamics.

Nevertheless this model is the first step towards a more
general model to be used for development of control
strategies. The next step is low load modeling, where new
components need to be introduced.
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Table 2. Top: number and type of steps contained in each dataset. Bottom: mean relative errors
in % of the tuned model for the absolute measured signals in the estimation and validation

datasets.

Estimation Datasets Validation Datasets

DS1 DS2 DS3 DS4 DS5 DS6 DS7 DS8 DS9 DS10 DS11 DS12 DS13 DS14 DS15

ṁfuel steps 1 1 5 1 1 0 1 4 3 6 1 0 0 0 7

ωblow steps 9 1 fixed 5 7 1 8 9 11 fixed 9 9 5 7 fixed

uCBV steps 0 0 0 0 0 0 2 1 3 2 3 4 3 4 5

EGR start/stop 1 1 0 0 0 1 3 0 0 0 3 4 3 5 0

CBV start/stop 0 0 0 0 0 0 2 1 3 0 3 4 3 4 0

pscav 1.34 3.03 1.71 2.25 2.71 1.27 2.36 2.32 1.92 2.47 2.67 3.12 3.22 6.23 2.94

pc,out 1.32 2.94 1.71 2.24 2.70 1.24 2.31 2.39 1.96 2.51 2.49 2.88 2.98 6.28 2.96

pexh 1.72 3.07 2.36 1.80 3.10 1.60 2.16 2.78 2.36 3.11 2.18 2.52 2.69 6.13 3.68

ωtc 0.92 4.21 0.91 0.96 2.03 0.83 1.44 1.13 1.04 1.27 1.14 1.23 1.23 4.61 1.96

Texh 1.36 4.22 1.39 1.48 1.10 0.77 2.66 1.39 1.96 1.91 1.93 1.60 1.61 2.37 2.83

Peng,i 1.57 1.41 1.76 2.11 2.52 2.70 1.66 1.44 2.01 1.73 1.85 1.95 2.24 1.58 2.29

ṁegr 7.23 8.35 10.15 6.54 4.77 6.07 5.62 6.40 8.88 7.82 6.58 7.87 9.34 7.31 7.14
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Appendix A. NOMENCLATURE

Table A.1. List of symbols

A Area [m2]

B Bore [m]

c Connecting rod length [m]

cp Specific heat at constant pressure [J/(kgK)]

cv Specific heat at constant volume [J/(kgK)]

J Inertia [kg m2]

ṁ Mass flow [kg/s]

ncyl number of cylinders [� ]

p Pressure [Pa]

P Power [kW ]

R Gas constant [J/(kgK)]

s Stroke [m]

T Temperature [K]

V Volume [m3]

XO Oxygen mass fraction [� ]

α angle [rad]

γ Specific heat capacity ratio [� ]

η Efficiency [� ]

Π Pressure ratio [� ]

Φ Flow Coefficient [� ]

Ψ Head Coefficient [� ]

ω Rotational speed [rad/s]

Table A.2. Subscripts

a air inj injection

blow blower meas measured

c compressor mod modeled

cool cooler scav scavenging manifold

cyl cylinder t turbine

del delivered trap trapped

e exhaust gas x, corr corrected quantity

egr EGR gas x, in inlet of x

eng engine x, out outlet of x

exh exhaust manifold x, n normalized x
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ABSTRACT 

The rehabilitation of an existing culvert with corrugated steel plates (CSPs) has been an emerging technology in recent years, but 
engineers and researchers are not particularly clear about the working principle of the rehabilitated structure. To investigate the 
mechanical properties of reinforced concrete (RC) slabs rehabilitated with CSPs, laboratory tests were carried out to explore the 
calculation method and influencing factors of load-carrying capacity of RC slab culverts rehabilitated with grouted CSPs. The results 
revealed the following: the flexural failure of the prerehabilitated RC slab has little influence on the test-loading capacity of the 
rehabilitated system; shear failure will occur in the RC slab and grout, and an arch effect will be formed in the CSP and grout after 
rehabilitation; the higher the shear strength of the concrete of the RC slab and grout, the greater the test-loading capacity of the 
rehabilitated system: the RC slab and grout greatly contribute to the test-loading capacity of the rehabilitated system; CSP changes the 
ductility of the rehabilitated system at the failure stage. It was found that the estimation method for the test-loading capacity of the 
rehabilitated system based on the shear capacities of the RC slab and grout and the flexural capacity of the CSP is reasonable; the 
maximum difference between the theoretical and experimental results was less than 30%, and the minimum difference between them 
was 0%.

1. Introduction

Most small bridges and culverts built early in China are
mostly coming into overhaul period. Among many repair
methods, the rehabilitation of small bridges and culverts
with grouted corrugated steel plates (CSPs) is a very con-
venient technology that only requires the insertion of CSPs
into the bridge or culvert and then grouting the space be-
tween them [1, 2]. However, this technology introduces new
challenges to structural analysis as the mechanical mecha-
nism of the structure changes from a single system to a
composite system of the existing bridge or culvert, grout,
and corrugated steel arch after rehabilitation; the existing
bridge or culvert, grout, and CSPs may play very different
roles in the rehabilitated system.

A large amount of research has been conducted to in-
vestigate the performance of slip-lined pipes, and post-
rehabilitated pipes fixed with different materials have been
found to exhibit different mechanical properties. For

example, a cast-iron pipe rehabilitated with a liner has been
found to act as a “pipe within a pipe” system [3], whereas a
rehabilitated concrete sewer has been found to act as a
composite system [4]. Moreover, the compressive strength
of the grout has been found to have an important influence
on the test-loading capacity of the rehabilitated pipe [5].
Both full and partial interactions have been found to occur
between the existing pipe, grout, and liner, and the design of
the liner should not rely on the assumption of a bond be-
tween the two components [6, 7]. Furthermore, the level of
corrosion of CSPs has been found to have no impact on
structural behavior, and paving the invert has been found to
improve the structural performance [8]. Generally, a re-
habilitated pipe can carry higher loads than a pipe before
rehabilitation [9, 10]. If a CSP is used to rehabilitate a
reinforced concrete (RC) pipe, the load-sharing theory can
be used to estimate the test-loading capacity of the reha-
bilitated pipe, and the level of corrosion of the RC pipe has
little impact on the test-loading capacity [11, 12].
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Some facets of the existing research on slip-lined pipes,
for example, the influencing factors of the strength of the
rehabilitated structure and the contact state between dif-
ferent materials, can provide a reference for the research of
rehabilitated RC slab culverts; however, the mechanical
properties of an RC slab are very different from those of an
RC pipe. Some field tests have proven that the stress state of
a concrete bridge or a brick culvert rehabilitated with CSPs
was effectively reduced and that the CSPs achieved a good
reinforcement effect [13–15]. However, the investigations
of RC slabs rehabilitated with CSPs remain insufficient. RC
slabs rehabilitated with a CSP exhibit the following char-
acteristics: (1) the CSP is constrained by the RC slab culvert
and grout, which are stronger than soil, and the defor-
mation of the CSP is limited; (2) the interface of the RC
slab, grout, and CSP is characterized by contact and
slippage that are different from those of the composite
structure, and the CSP has an arch effect, which increases
the difficulty of structural analysis; (3) with the transfor-
mation of the structural system, the failure mode of the
rehabilitated structure changes, as does the corresponding
mechanical model; (4) the grout cannot transfer tension
but can only transfer pressure, thereby increasing the
complexity of the role of cracked grout in the reinforce-
ment system.

Recently, increasingly more CSPs have been used to
rehabilitate RC slab culverts in China, but engineers only
design a CSP as a new culvert, and the working principle of
the rehabilitated structure is not clear. .erefore, it is
necessary to investigate the mechanical characteristics of
the rehabilitated structure to provide a reference for en-
gineering applications. Against this background, in the
present research, a series of destructive tests were con-
ducted to explore the calculation method and influencing
factors of load-carrying capacity of RC slab culverts re-
habilitated with grouted CSPs. .e research results of this
paper can provide effective theoretical guidance for engi-
neering application, so that designers can reasonably de-
sign the rehabilitation project according to the calculation
formula and realize the target load-carrying capacity of the
rehabilitated system.

2. Experiment Description

2.1.RCSlabs. Five laboratory-manufactured RC slabs were
used in this experiment, each of which had a length of
2600mm, a width of 500mm, and a thickness of 150mm.
Double-layer steel bars (HRB400) were arranged in the RC
slabs with a protective layer thickness of 30mm; a 3ϕ12
arrangement was adopted for the upper steel bars, while a
6ϕ16 arrangement was adopted for the lower steel bars.
.e strength grade of the RC slabs was C40, which rep-
resents a compressive strength of 40.375MPa and an
elastic modulus of 32.5 GPa..e strength grade of the steel
bars was HRB400 with a minimum yield strength of
400MPa and a tensile strength of 575MPa, and the elastic
modulus of the steel bars was 210 GPa. .e RC slabs were
placed directly on the integral foundations, and the lap
length was 150mm.

2.2. Integral Foundation. .e integral foundation, which
had a length of 3000mm and a height of 1500mm, was a
U-shaped foundation formed by two piers connected with a
bottom plate. .e piers had a thickness of 350mm and a
width of 500mm, and three layers of 6ϕ18 steel bars were
arranged in the piers. .e bottom plate had a thickness of
200mm and a width of 500mm, and two layers of 6ϕ18 steel
bars were arranged in the plate. A groove was arranged at the
top of the pier to place the RC slab, which had a length of
170mm and a depth of 150mm.

2.3. CSPs. .e CSPs were semicircular with an inner di-
ameter of 1000mm and were purchased from the manu-
facturer. .e corrugation amplitude of the CSPs was 55mm
with a period of 200mm and an intact wall thickness of
3mm..e designation of the CSPs was Q235, and they had a
minimum yield strength of 235MPa, a minimum tensile
strength of 370MPa, and an elastic modulus of 210GPa.
Unbalanced channels were used to connect the CSPs and the
foundation, and the channel was connected with the
foundation and CSPs by M20 expansion bolts and high-
strength bolts, respectively.

2.4. Grout. Many materials can be used for grout, including
foamed cement banking, cement mortar, fine aggregate
concrete, and ordinary concrete. Considering that concrete
is usually used in China [16–18], two types of grouts were
used, namely, C30 concrete andM5 cement mortar..e C30
concrete had a compressive strength of 30.35± 2.00MPa and
an elastic modulus of 30GPa, while the M5 cement mortar
had a compressive strength of 3.37MPa and an elastic
modulus of 6.08GPa. .e thickness of the grout at both the
foot and the crown of the CPSs was 95mm.

2.5. Specimens. A total of five specimens were used in this
experiment: (1) an RC slab rehabilitated with a grouted CSP
(RRCS1 hereafter), (2) an RC slab rehabilitated with a
grouted CSP (RRCS2 hereafter), (3) a preloaded RC slab
rehabilitated with a grouted CSP (RRCS3 hereafter), (4) a
preloaded RC slab rehabilitated with a grouted CSP (RRCS4
hereafter), and (5) an RC slab rehabilitated only with grout
(RRCS5 hereafter)..e grout used in RRCS1 wasM5 cement
mortar, whereas the grout used for the other specimens was
C30 concrete. .e difference between RRCS3 and RRCS4
was that the RC slab used in RRCS3 was preloaded to failure,
whereas that used in RRCS4 was not. .e details of the
specimens are presented in Figure 1, and the loading scheme
is illustrated in Figure 2.

2.6. Loading. .is study enables a better understanding of
the performance of RC slabs rehabilitated with grouted
CSPs. A midspan single-point loading experiment was
conducted in this study, and a string potentiometer with an
accuracy of 0.1mm was used to measure the vertical dis-
placement of the midspan.

A load was applied to the specimens using a 1500 kN
hydraulic actuator that was attached to a reaction frame over
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the specimens. A distributing girder was used to ensure that
the concentrated load could not cause the deterioration of
the specimens or stress concentration. .e specimens were
loaded to the ultimate test-loading capacity at a loading rate
of 15 kN/min, and the loading was paused at various stages
to observe the experimental phenomena.

3. Experimental Results

3.1. RC Slab. In this single-point experiment, the RC slab,
which was a flexural member, was mainly subjected to a
bending moment before rehabilitation. .e RC slab
exhibited good ductility throughout the experimental pro-
cess, which conformed to the failure characteristics of the
underreinforced beam. It can be seen from the load-dis-
placement curve shown in Figure 3 that the RC slab had a
yield strength of 116.52 kN and an ultimate strength of
130 kN.

3.2. Rehabilitated System. Specimens RRCS1-5 were all RC
slabs rehabilitated with grouted CSPs, and their load-dis-
placement curves had the same shape; that is, each curve was
basically a straight line before point (a). After point (a) was
reached, the grout began to crack, and the slope of the load-
displacement curve decreased and the curve was slightly
inclined.

.e experimental results of specimens RRCS3, RRCS4,
and RRCS2 revealed that the preloading truly reduced the
test-loading capacity of the rehabilitated system (667.03 kN
and 683.89 kN versus 735.4 kN, respectively), but preloading
to failure or not to failure had little effect on the test-loading
capacity (667.03 kN versus 683.89 kN). However, the RC slab
preloaded to failure (RRCS3) had a lower vertical dis-
placement in the midspan of its rehabilitated system than the
RC slab not preloaded to failure (RRCS4) when the maxi-
mum test-loading capacity of the rehabilitated system was
reached (9.59mm versus 14.17mm, respectively). Moreover,
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Figure 1: .e details of the test specimens.
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Figure 2: .e schematic diagram of the loading frame.
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it can be seen from Figure 4 that the vertical displacements of
the midspans of the preloaded rehabilitated systems (RRCS3
and RRCS4) were both lower than that of the unpreloaded
rehabilitated system (RRCS2) (9.59mm and 14.17mm
versus 17.21mm, respectively) when they reached the
maximum test-loading capacity.

Generally, the load-displacement curves of the three
specimens were similar in shape, and their grout-cracking
points (point (a)) were close to each other. However, the
ductilities of the three specimens after failure were quite
different; that of RRCS3 (preloaded to failure) was the worst,
followed by that of RRCS4 (not preloaded to failure), and
that of RRCS2 (unpreloaded) was the best.

It can be seen from Figure 5 that the maximum test-
loading capacity of RRCS5 (the rehabilitated system without
a CSP) was much lower than that of RRCS2 (536.64 kN
versus 735.4 kN, respectively), and the difference between
them was 198.76 kN (this represents the test-loading ca-
pacity provided by the CSP). .is finding indicates that the
CSP did indeed play a role in the rehabilitated system, but
the main contribution of the test-loading capacity of the
rehabilitated system was provided by the RC slab and grout
(73%), whereas the CSP contributed 27% of the test-loading
capacity. .e two curves for RRCS2 and RRCS5 were found
to be strikingly similar before reaching the maximum test-
loading capacity but had different amplitudes. From this
point, the grout played an important role in strengthening
the RC slab. .e biggest difference between the two curves
was that the ductility of RRCS2 was better than that of
RRCS5 after reaching the maximum test-loading capacity
due to the internal support of the CSP. Interestingly, the
vertical displacements of themidspans of RRCS2 and RRCS5
were basically the same when the maximum test-loading
capacity was reached. .is indirectly indicates that the RC
slab, grout, and CSP all reached their maximum test-loading
capacities when the rehabilitated system reached its ultimate
test-loading capacity.

Figure 6 reveals that the maximum test-loading capacity
of RRCS1 was lower than that of RRCS2. Based on this, it can

be concluded that the low grout strength resulted in the low
test-loading capacity of the rehabilitated system. Moreover,
the vertical displacements of the midspans of RRCS1 and
RRCS2 were basically the same when the specimens reached
the maximum test-loading capacity, and these specimens
had the same ductility after reaching their maximum test-
loading capacity.

3.3. StrainandCurvature ofCSPs. .e cross-sectional strains
of CSPs are helpful for distinguishing the bonded condition
of the RC slab, grout, and CSP. If the RC slab, grout, and CSP
are fully bonded in the midspan, the strains of the CSP
should be an oblique straight line, and the strains at the crest
and valley of the CSP should be tensile strains; if there is no
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bonding between the CSP and grout, the strains at the crest
and valley should be compressive and tensile strains, re-
spectively. .ese two cases correspond to the strain distri-
butions of full and partial bonding, as shown in Figure 7.

Figure 8 presents the strain distributions at the crest and
valley of the CSP in RRCS2 at four different loading stages,
namely, before grout cracking (F� 100 kN), during grout
cracking (F� 216.39 kN), before the rehabilitated system
reached the ultimate test-loading capacity (F� 600 kN), and
at the point at which the rehabilitated system reached the
ultimate test-loading capacity (F� 735.4 kN). It can be seen
from Figure 8 that the strains at the vault of the CSP were all
tensile, and the crest strain was less than the valley strain,
which indicates that the CSP and grout were bonded before
and during grout cracking (similar to the full bonding case
exhibited in Figure 7). In contrast, at the crown of the CSP,
the crest strain was compressive and the valley strain was
tensile, which indicates that the CSP and grout slipped, and
the CSP began to act independently before and at the point at
which the ultimate test-loading capacity was reached.

.e yield strain of steel was about 0.0011 (1100×10−6), so
when the specimen reached its ultimate test-loading ca-
pacity, the strains at the crown of the CSP already exceeded
the yield strain of steel; this indicates that a plastic hinge had
been formed at this time. If the test-loading capacity esti-
mation is based on the ultimate test-loading capacity, the
contribution of the CSP should be calculated via the use of a
plastic theory.

.e curvatures reflect the bending deformation of the
CSP. When the strains of the CSP are less than the yield
strains, the bending moment can be calculated by trans-
forming the strains into stresses via Hooke’s law; however,
once the strains of the CSP are greater than the yield strains,
Hooke’s law is no longer applicable. Moreover, the stress-
strain relationship of a cold-pressed CSP is unknown, and it
is difficult to obtain the stresses. .erefore, the mechanical
performance of the CSP after yielding was analyzed via the
curvature, which was calculated as follows [19]:

κ �
ε2 − ε1

h
, (1)

where κ is the curvature (10−6/mm) and ε1 and ε2 are, re-
spectively, the crest and valley strains.

Figure 9 presents the curvature distributions of the CSP in
two stages, namely, the yield stage of the CSP and the ultimate
stage..e curvature was found to increase with the increase of
the applied loads, and the curvature distributions were the
largest when the specimens reached the ultimate test-loading
capacity. .e curvature distributions of the cross sections in
the two loading stages were similar..e crown of the CSP was
subjected to a positive bending moment, resulting in down-
ward deformation, while the other sections were subjected to a
negative bending moment, resulting in upward deformation.
.is phenomenon indirectly indicates that the CSP may have
only carried applied loads (active action) directly at the crown,
while the other sections were constrained by the grout (passive
action) and not directly subjected to applied loads. If a two-
hinged semicircular arch without the restraint of grout is
subjected to vertical load, the inflection point will appear in the
inclined direction at an angle of 45° relative to the vault.
However, the inflection point shown in Figure 8 was less than
45°; this indicates that the grout provided stronger lateral
restraint for the foot and shoulder of the CSP than soil; that is,
the foot of the CSP cannot rotate outward.

4. Failure Characteristics of the
Rehabilitated System

Specimens RRCS1-5 had the same failure characteristics.
Taking RRCS2 as an example, Figure 10 presents the crack
distributions of the rehabilitated system. When RRCS2 was
loaded to 230 kN, vertical bending cracks appeared at the
crown of the grout, and horizontal bending cracks appeared
at the middle height of the side of the grout. When loaded to
300 kN, vertical bending cracks appeared at the midspan of
the RC slab. When loaded to 310 kN, shear cracks appeared
in the RC slab and developed obliquely downward from the
edge of the distributing girder at an approximate angle of
45°. When loaded to 550 kN, shear cracks appeared in the
grout and also developed obliquely downward at an ap-
proximate angle of 45°. When loaded to the ultimate test-
loading capacity, the width of the shear cracks in the RC slab
and grout increased, the vertical deformation of the CSP also
increased, and the shoulders buckled plastically. It can be
inferred from the experimental phenomena that shear
failure occurred in the RC slab and grout, whereas bending
failure occurred in the CSP, and plastic hinges appeared at
the crown and shoulders of the CSP. .us, the ultimate test-
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loading capacity of the rehabilitated system may depend on
the shear capacity of the RC slab and grout and the flexural
carrying capacity of the CSP.

5. Estimation of the Test-Loading Capacity

Based on the experimental phenomena, shear failure occurred
in the RC slab and grout, and horizontal slippage occurred at
their interface; thus, they did not bond together. In addition,
Figure 5 shows that the deformations of specimens RRCS5
and RRCS2 were the same, which indicates that the reha-
bilitated system reached its ultimate test-loading capacity
when the RC slab and grout were damaged.

Moreover, because bending failure occurred in the
CSP, it can be concluded that the RC slab and grout were

subjected to shear forces, while the CSP was separately
subjected to a bending moment, and the rehabilitated
system reached its ultimate test-loading capacity when
the RC slab and grout reached their shearing strengths.
.e maximum test-loading capacity of the rehabilitated
system was the sum of the shear capacities of the RC slab
and grout and the bending capacity of the CSP. .ere-
fore, the calculation sketch in Figure 11 was used to
estimate the test-loading capacity of the rehabilitated
system. .e shear failure surface was an oblique section
downward from the edge of the distributing girder to the
crown of CSPs with a hypothetical angle of 45°, and the
applied load F should satisfy the following equation:

F � F1 + F2 + F3, (2)

66.269.53 11.49
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Figure 9: .e sectional curvatures of the CSPs.
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Shear cracks appeared later

(b)

Figure 10: .e failure characteristics: (a) overall failure pattern; (b) schematic diagram of cracks.
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where F is the applied load carried by the rehabilitated system,
F1 is the shear capacity of the RC slab, F2 is the shear capacity
of the grout, and F3 is the bending capacity of the CSPs.

.e shear capacity of the RC slab and grout can be
calculated using the approach specified in the Concrete
Structures Design Code [20] as follows:

F1 � 0.5ft1A1 + 0.8fyvAsv,

F2 � 0.7βhft2A2,
(3)

where ft1 is the characteristic tensile strength of the concrete
in the RC slab, ft2 is the characteristic tensile strength of the
grout, and βh is the influence coefficient of the cross-sec-
tional height, which should be 1.0 when the cross-sectional
height is not more than 800mm and 0.9 when the cross-
sectional height is not less than 2000mm. Moreover, A1 is
the total area of the shear surface of the RC slab, which is
equal to (l2 − l1)/cos 45°, and A2 is the total area of the shear
surface of the grout, which is equal to (l3 − l2)/cos 45°.
Furthermore, fyv is the characteristic tensile strength of the
stirrup, Asv is the section area of the stirrups intersecting the
shear surface of the RC slab, l1 is the width of the distributing
girder, l2 is the length of the applied load diffused to the
bottom of the RC slab, and l3 is the length of the applied load
diffused to the bottom of the grout.

In a soil-steel system, the CSP is usually simplified as a
two-hinged arch. However, due to the lateral restraint of
the grout, the rotation of the foot of the CSP is restrained,
thereby greatly improving the test-loading capacity of the
CSP. .us, in the rehabilitated system, the CSP was
simplified as a fixed arch, the flexural capacity of which

can be calculated using the approach specified for arch
bridges [21]. At this time, the bending moment at the
crown of the CSP can be calculated by equation (4) and
should be less than the plastic bending capacity fCSP·Z.
Moreover, F3 can be calculated by equation (5).

Mc �
F3R

8
� fCSPZ, (4)

F3 �
8fcspZ

R
, (5)

where F3 is the bending capacity of the CSP, which is the
resultant force of uniformly distributed loads acting on the
crown of the CSP, R is the mean radius of the CSP, fCSP is the
characteristic yield strength of the CSP, and Z is the plastic
section modulus of the CSP.

Specimen RRCS2 was taken as an example to illustrate the
calculation process of the test-loading capacity; while the
characteristic material strength was used in this process, the
design values of material strength should be adopted for
structural design. .e characteristic tensile strengths of C40
concrete, C30 concrete, andM5mortar were, respectively, 2.39,
2.01, and 0.1MPa, and the characteristic yield strength and
cross-sectional area of the stirrups were, respectively, 400MPa
and 123mm2. Because the horizontal projection length of the
shear cracks (150mm) in the RC slab was less than the spacing
of the stirrups (180mm), the shear cracks would not intersect
with the stirrups, and the stirrups would not provide any shear
capacity. Moreover, the values of l1, l2, and l3 of the specimens
were, respectively, 183, 483, and 847mm (these values can be
measured by drawing software, such as AUTO CAD). .e
characteristic yield strength of theCSPwas 235MPa, the plastic
section modulus was 62.351mm3/mm, the mean radius of the
CSP was 0.5m, the widths of the RC slab and CSP were
500mm, and the value of βh was 1.0.

F1 � 0.5ft1A1 + 0.8fyvAsv

� 0.5 × 2.39 × 500 ×(483 − 183) ×
�
2

√
× 10−6

+ 0

� 253.5 kN,

F2 � 0.7βhft2A2

� 0.7 × 1.0 × 2.01 × 500 ×(847 − 483) ×
�
2

√
× 10−6

� 362 kN,

F3 �
8fcspZ

R

�
8 × 235 × 62.351 × 500 × 10−6

0.5

� 117.3 kN,

F � F1 + F2 + F3

� 732.8 kN.

F

1

2

4

3

h0

h1
l1

l1
l2

l2
l3

l2
l3

45°

Figure 11: .e calculation sketch of the rehabilitated system. (1)
Shear surface of the RC slab and grout; (2) shear failure bottom line
of the RC slab; (3) distributing girder side line; (4) shear failure
bottom line of the grout.
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.e calculated test-loading capacity of RRCS2 (732.8 kN)
was very close to the experimental result (735.4 kN), and the
calculated and experimental results of other specimens are
summarized in Table 1. It is evident that the maximum
difference between the theoretical and experimental results
was less than 30%, and the minimum difference between
them was 0%, which indicates that the calculation method is
reasonable and can be used to estimate the test-loading
capacity of a rehabilitated system. If the design value of
material strength was adopted, the calculated results would
be more conservative.

6. Discussion

It can be concluded that the test-loading capacity of the RC
slab depends on its flexural capacity, while that of the re-
habilitated system depends on the shear capacity of the RC
slab and grout after rehabilitation, which can be determined
based on the test-loading capacity of these specimens and the
failure phenomena. Because preloading will cause the RC
slab to have different residual flexural capacities, if the test-
loading capacity of the rehabilitated system depends on the
flexural capacity of the RC slab, it should be substantially
different from the test-loading capacity of the original
system. However, this was not the case with the experimental
results; the test-loading capacities of RRCS2, RRCS3, and
RRCS4 were found to be very close. .e rehabilitated sys-
tems consisted of an RC slab, grout, and a CSP, and an arch
effect was produced by the CSP and grout. .is arch effect
greatly improved the test-loading capacity of the rehabili-
tated system, resulting in the flexural strengths of the RC slab
and grout being higher than the shearing strengths; thus, the
rehabilitated system can only undergo shear failure.

Specimen RRCS2 represents an RC slab rehabilitated
with a grouted CSP, whereas specimen RRCS5 represents an
RC only rehabilitated with only grout. However, RRCS2 and
RRCS5 had the same vertical deformation when they
reached their ultimate test-loading capacities. .is phe-
nomenon indicates that, regardless of the presence of a CSP,
once the RC slab and grout undergo shear failure, the re-
habilitated system will be damaged. Before reaching the
ultimate test-loading capacity, the flexible CSP does not
change the ductility of the rehabilitated system; on the
contrary, it changes the ductility at the failure stage, and,
consequently, the rehabilitated system will not collapse
suddenly. In these experiments, the CSP and grout were
found to, respectively, contribute 27% and 73% to the im-
provement in the test-loading capacity, from which it can be
inferred that the ultimate test-loading capacity of the re-
habilitated system was mainly provided by the grout.
However, whether the CSP can play a greater role is related
to its own bending stiffness; the greater the bending stiffness,
the greater the role it will play.

.e flexural strength of the existing RC slab should be
ignored when the slab is rehabilitated with a semicircular
CSP, as the rehabilitated slab and grout will undergo shear
failure instead of flexural failure. In such a rehabilitated
system, due to the arch effect of the CSP and grout, the
failure of the RC slab and grout will be changed from flexural

failure (before rehabilitation) to shear failure (after reha-
bilitation). .erefore, the shear strengths of the RC slab and
grout were used to estimate the test-loading capacity of the
rehabilitated system. However, the CSP underwent flexural
failure, so the bending strength should be used to estimate
the test-loading capacity of the rehabilitated system. .e
restraint of the grout on the CSP resulted in differences from
a soil-CSP system; the side wall and grout provided strong
lateral restraint for the CSP in the rehabilitated system,
which caused the test-loading capacity of the CSP to be
much higher than that of a soil-CSP structure. .e hori-
zontal restraint of the grout and side wall was found to be
very beneficial to the restriction of the foot deformation of
the CSP; consequently, the arch foot should be simplified to
a fixed constraint. In addition, the applied load acting on the
midspan will be diffused into a range at the crown of the CSP
by the RC slab and grout, and the grout at the shoulders of
the CSP will also restrain the vertical deformation of the
CSP, which appears as vertical loads acting on the shoulders
of the CSP. Taking these two factors into consideration, the
load acting on the CSP was simplified as a uniform load
distribution across the full span of the CSP. For this reason, a
CSP with small corrugation can provide a high test-loading
capacity in the rehabilitated system, which is very different
from the analysis principle of the soil-CSP structure.

It is noteworthy that a semicircular arch was used to
rehabilitate the RC slabs in this research, and the test-loading
capacity estimation was based on the experimental results
and phenomena. If an RC slab with a large span is reha-
bilitated with a box-type CSP, the failure mechanism of the
rehabilitated system will be different; the flexural failure of
the RC slab, grout, and CSP will be more likely to occur in
the midspan (at the crown of the arch), and the ultimate test-
loading capacity of the rehabilitated system may primarily
depend on the flexural capacities of the RC slab, grout, and
CSP.

7. Conclusions

.e current investigation was undertaken to ascertain the
influencing factors and propose the practical calculation
method of load-carrying capacity of RC slabs rehabilitated
with grouted CSPs. Five specimens were tested in single-
point loading experiments of the midspans of the RC slabs.
.e following key conclusions were drawn from this
research:

(1) Regardless of whether the RC slab undergoes flexural
failure, it will have little influence on the test-loading

Table 1:.e calculated and experimental results of the test-loading
capacity.

Specimen fc (kN) ft (kN) |fc − ft|/ft (%)
RRCS1 388.9 557.93 30
RRCS2 732.8 735.4 0
RRCS3 732.8 667.03 10
RRCS4 732.8 683.89 7
RRCS5 615 536.64 15
Note. ft: experimental results; fc: calculated results.
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capacity of the rehabilitated system. After rehabili-
tation, shear failure will occur in the RC slab and
grout, and the arch effect will be formed in the CSP
and grout. Moreover, the ultimate test-loading ca-
pacity of the rehabilitated system will depend on the
shear capacity of the RC slab and grout, as well as the
flexural capacity of the CSP. In addition, the CSP will
be subjected to strong horizontal restraint, which will
also improve the flexural capacity of the semicircular
CSP arch. .erefore, the flexural capacity of an RC
slab culvert can be greatly improved via rehabilita-
tion with a grouted CSP.

(2) .e specimens with high-strength grout exhibited
significant increases in their test-loading capacities;
the greater the strength of the grout, the higher the
test-loading capacity of the rehabilitated system. In
other words, the higher the shear strength of the
concrete of the RC slab and the grout, the greater the
test-loading capacity of the rehabilitated system..is
means that the RC slab and grout greatly contribute
to the test-loading capacity of the rehabilitated
system. Moreover, the CSP changes the ductility of
the rehabilitated system at the failure stage.

(3) .e estimation method of the test-loading capacity of
the rehabilitated system based on the shear capacity of
the RC slab and grout and the flexural capacity of the
CSP is reasonable. .e maximum difference between
the theoretical and experimental results was found to
be less than 30%, and the minimum difference be-
tween them was 0%. .e designers can effectively
design the rehabilitation project according to this
practical calculation method.

Abbreviations

RRCS1: RC slab rehabilitated with a grouted CSP; M5
cement mortar was used as grout

RRCS2: Unpreloaded RC slab rehabilitated with a grouted
CSP; C30 concrete was used as grout

RRCS3: RC slab preloaded to failure rehabilitated with a
grouted CSP; C30 concrete was used as grout

RRCS4: RC slab not preloaded to failure rehabilitated with a
grouted CSP; C30 concrete was used as grout

RRCS5: RC slab rehabilitated with grout; C30 concrete was
used as grout

Fu1: Maximum test-loading capacity of RRCS1
Fu2: Maximum test-loading capacity of RRCS2
Fu3: Maximum test-loading capacity of RRCS3
Fu4: Maximum test-loading capacity of RRCS4
Fu5: Maximum test-loading capacity of RRCS5
u1: Midspan vertical displacement corresponding to

Fu1
u2: Midspan vertical displacement corresponding to

Fu2
u3: Midspan vertical displacement corresponding to

Fu3

u4: Midspan vertical displacement corresponding to
Fu4

u5: Midspan vertical displacement corresponding to
Fu5

κ: Curvature (10−6/mm)
ε1: Crest strains of CSP
ε2: Valley strains of CSP
F: Applied load carried by the rehabilitated system
F1: Shear capacity of the RC slab
F2: Shear capacity of the grout
F3: Bending capacity of the CSP, which is the resultant

force of uniformly distributed loads acting on the
crown of the CSP

ft1: Characteristic tensile strength of the concrete in the
RC slab

ft2: Characteristic tensile strength of the grout
βh: Influence coefficient of the cross-sectional height,

which should be 1.0 when the cross-sectional
height is not more than 800mm and 0.9 when the
cross-sectional height is not less than 2000mm

A1: Total area of the shear surface of the RC
slab°�°(l2 − l1)/cos 45°

A2: total area of the shear surface of the
grout°�°(l3 − l2)/cos 45°

fyv: Characteristic tensile strength of the stirrup
Asv: Section area of the stirrups intersecting the shear

surface of the RC slab
l1: Width of the distributing girder
l2: Length of the applied load diffusing to the bottom

of the RC slab
l3: Length of the applied load diffusing to the bottom

of the grout
R: Mean radius of CSP
fCSP: Characteristic yield strength of CSP
Z: Plastic section modulus of CSP
ft: Experimental results
fc: Calculated results.
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[7] I. D. Moore and D. B. Garćıa, “Ultimate strength testing of
two deteriorated metal culverts repaired with spray-on ce-
mentitious liners,” Transportation Research Record: Journal of
the Transportation Research Board, vol. 2522, no. 1, pp. 139–
147, 2015.

[8] J. Tetreault, N. A. Hoult, and I. D. Moore, “Pre- and post-
rehabilitation behaviour of a deteriorated horizontal ellipse
culvert,” Canadian Geotechnical Journal, vol. 55, no. 3,
pp. 329–342, 2018.

[9] B. Simpson, I. D. Moore, and N. A. Hoult, “Experimental
investigation of rehabilitated steel culvert performance under
static surface loading,” Journal of Geotechnical and Geo-
Environmental Engineering, vol. 142, no. 2, Article ID
04015076, 2016.

[10] B. Simpson, N. A. Hoult, and I. D. Moore, “Rehabilitated
reinforced concrete culvert performance under surface
loading,” Tunnelling and Underground Space Technology,
vol. 69, pp. 52–63, 2017.

[11] B. J. Li, L. S. Zhu, and X. S. Fu, “Influence of grout strength
and residual deformation on performance of rehabilitated RC
pipes,” Journal of Pipeline Systems Engineering and Practice,
vol. 11, no. 2, Article ID 04020003, 2020.

[12] B. J. Li, L. S. Zhu, and X. S. Fu, “Investigation of the load-
sharing theory of the rc pipes rehabilitated with slip liners,”
Advances in Civil Engineering, vol. 2019, no. 8, Article ID
9594379, 2019.

[13] J. Vaslestad, A. Madaj, L. Janusz, and B. Bednarek, “Field
measurements of old brick culvert slip lined with corrugated
steel culvert,” in Proceedings of the 83rd Annual Meeting of the
Transportation-Research-Board, pp. 227–234, Washington,
DC, USA, January 2004.

[14] J. Vaslestad, A. Madaj, L. Janusz et al., “Field measurements of
long-span corrugated steel culvert replacing corroded con-
crete bridge,” in Proceedings of the 82rd Annual Meeting of the
Transportation-Research-Board, pp. 164–170, Washington,
DC, USA, January 2002.

[15] S. Syachrani, H. S. Jeong, V. Rai, M. J. Chae, and T. Iseley, “A
risk management approach to safety assessment of trenchless
technologies for culvert rehabilitation,” Tunnelling and Un-
derground Space Technology, vol. 25, no. 6, pp. 681–688, 2010.

[16] C. Chen, “On consolidation of steel corrugated pipe culvert on
expressways,” Shanxi Architecture, vol. 42, no. 17, pp. 142-143,
2016.

[17] P. P. Shang, “Defect culvert reinforcement technology using
corrugated plate on existing heavy haul railway,” Railway
Engineering, vol. 57, no. 8, pp. 50–53, 2017.

[18] Z. H. Wang, “On application of corrugated steel pipe culvert
in road construction,” Shanxi Architecture, vol. 38, no. 25,
pp. 186–188, 2012.

[19] H.W. Liu,Mechanics of Materials (I), Higher Education Press,
Beijing, China, 4th edition, 2004.

[20] Mohurd (Ministry of Housing and Urban-Rural Develop-
ment), Code for Design of Concrete Structures, GB 50010-2010,
National Standards of People’s Republic of China, Beijing,
China, 2011.

[21] CGDMHBC (Compile Group of Design Manual for Highway
Bridge and Culvert), Arch Bridge, China Communication
Press, Beijing, China, 1984.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Experimental Investigation of an RC Slab... S. Moharana et al.425

http://www.culvert-rehab.com/pdfs/2013_manual.pdf
http://www.culvert-rehab.com/pdfs/2013_manual.pdf


ABSTRACT

China's total area of various existing buildings, according to relevant department estimates, is at least 10 
billion m2, with roughly one-third of the homes having exceeded their design life and having insufficient 
safety reserves. It is not economically feasible to demolish and rebuild these homes, and the benefits of 
new building are far less than the benefits of reinforcing existing structures to extend their service life. As 
a result, the importance of reinforcement technology is growing. Various methods for prestressed 
concrete column strengthening are now being investigated, however they are not generally viable. 
Prestressed semicircular steel plate is used to support concrete columns in a new prestressed 
strengthening technology. This article uses a combination of experimental and numerical modelling 
approaches to investigate the axial compression of a reinforced concrete circular section short column 
enhanced with prestressed semicircular steel plate.

1. Introduction

,e application of prestress reinforcement in a building
structure improves the force performance of the original
structure by enhancing crack resistance, structural carrying
capacity, and durability [1–3]. Currently varying methods
for the prestressed reinforcement of concrete columns are
developed comprising prestressed rod, prestressed strip, and
prestressed steel strand reinforcement methods [4–7].
However, the application of prestressed reinforcement
technology in practical engineering is still in the preliminary
stage. Zhang et al. [8] explored the anchorage-reinforced
concrete column (similar to the clamp method) by the
quasistatic test to find the circumferential prestressed steel
strands and demonstrated good repair and improvement
effect on the seismic performance of damaged columns.
Prestressed steel strand has the advantages of convenient

construction and short cycle and does not affect the use of
the original structure during construction. It can also im-
prove the bearing capacity, stiffness, and energy dissipation
capacity of reinforced concrete columns. After reinforce-
ment, the fire resistance, corrosion resistance, and aging
resistance of the components are improved [9, 10]. Ge et al.
[11] studied the seismic behavior of concrete columns
strengthened by prestressed steel strand tensioning and
anchoring. ,e test results show that the yield load and
ultimate load were improved, but the concrete of the pro-
tective layer of the original column exposed to the pre-
stressed steel strand is in the three-dimensional stress state,
and the exposed concrete is still in the two-dimensional
stress state, whichmakes themechanical state of the concrete
column more complex, which brings complexity to the
design calculation, and the prestress of the steel strand is
limited. Sun et al. [12] found a prestressed steel plate hoop to
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reinforce bridge and effectively improve axial compression
bearing capacity and deformation capacity of pier column.
,e axial compression performance tests of 16 reinforced
columns and 2 contrast columns were carried out by Sun
et al. [13] and Yong et al. [14]. ,e results show that the
bearing capacity and deformation capacity of reinforced
columns are improved under the conditions of constant
spacing of steel strips, increasing or unchanged number of
layers, and decreasing spacing. However, the column con-
crete between steel strips is exposed outside, which is not
constrained by steel strips, leading to increased potential of
early explosion [8, 15]. From the above research status, can
we find a prestressed reinforcement method? It can not only
improve the deformation resistance and bearing capacity of
reinforced concrete columns, but also ensure that the stress
of new and old structural layers is synchronized, the original
structure is not destroyed, and the implementation is
convenient.

,erefore, the prestressed semicircular steel plate is
firstly proposed as a feasible solution toward the increased
demand as shown in Figure 1. ,e main novelty is that two
prestressed semicircular steel plates are installed on the side
of the required strengthened cylinder, and the circum-
ferential prestress is applied to the two semicircular steel
plates by tightening the bolts. ,e prestress can be adjusted
by tightening the bolts, so as to improve the bearing ca-
pacity of concrete columns without damaging the original
column, and to achieve the purpose of rapid repair and
reinforcement of concrete columns. As a result, compared
to traditional reinforcement methods such as increasing
section method [16, 17], steel casing method [18, 19], and
CFRP reinforcement method [20, 21], the advantage can be
concluded as follows: ①It does not increase the section of
the column, nor add steel bars to the original column.②Its
core concrete is in the active three-way stress state before
the force. ③,e original concrete column has reinforce-
ment according to the original bearing requirements. ,e
reinforced concrete column is equivalent to the prestressed
reinforced concrete-filled steel tube column, and its bearing
capacity is higher than that of the concrete-filled steel tube
column.④,e prestress can be adjusted to ensure the force
synchronization of the original structure and the reinforced
structure, and there will be no echelon damage. ⑤,e
reinforcement does not damage the structure of the original
concrete column, nor does it reduce its bearing capacity.
⑥It is not necessary to unload the original concrete col-
umn and does not affect the use of the structure. ,e re-
inforcement construction can be implemented online and
can be carried immediately after reinforcement. ,e
structure demonstrates promising potential in intelligence
manufacture owning to its superior advantages especially
in the 3D printing domain [22–24].

In this article, the experimental study on the axial
compression of the reinforced concrete circular section short
column strengthened with prestressed semicircular steel
plate is carried out by combining experimental and nu-
merical simulation methods, and the calculation formula of
bearing capacity of the reinforced short column is estab-
lished by finite element analysis. In order to study the axial

bearing capacity of strengthened concrete columns, the axial
compression tests of 20 concrete columns were completed,
including 5 comparative columns and 15 concrete columns.
All specimens were strengthened by steel casing with varying
prestressing values. ,e test results show that the bearing
capacity of the reinforced concrete column is greatly im-
proved by prestressed steel casing, and the ultimate bearing
capacity is increased by 72.1%–109.9%. On the basis of the
experimental study, the finite element models of the pre-
stressed semicircular steel plate strengthened column were
established by ABAQUS. ,e correctness of the finite ele-
ment model is verified by the experimental results. Finally,
the bearing capacity of the reinforced concrete column is
analyzed theoretically, to propose the calculation formula for
axial compression bearing capacity; compared with the
experimental data, the theoretical calculation formula has
outstanding accuracy, ,rough this test, it can provide
experimental data for the eccentric compressive test,
earthquake-resistant test, shear test, resistant explosion
experiment, fatigue test, and stability test of the prestressed
steel casing reinforcement method for strengthening the
concrete column.

2. Materials and Methods

2.1.Materials and SpecimenDesign. ,e concrete in this test
is C30. According to Chinese Standard Test Method (GB/
T50081-2016) [25], the same batch of concrete with the
cylinder was selected for the compressive performance test
of a concrete cube, and the average compressive strength of
the concrete cube was 30.75MPa.

As shown in Figure 2(a), 6C14HRB400E was selected as
the longitudinal bar. According to the Steel Test Method for
Reinforced Concrete (GB/T28900-2012) [26], the yield
strength of the longitudinal bar wasmeasured to be 541MPa.
,e yield strength of the stirrup A6HPB300 is 332 MPa.

,e test column is circular, 256mm in diameter, and
1000mm in height (Figure 2(b)). A total of 20 columns were
designed in this experiment, of which 5 were the contrast
columns, numbered RC-1 (the specific column numbers are
RC-11 to RC-15), and the remaining 15 were divided into
three groups of different prestressed reinforced concrete
columns, numbered RC-2-1–RC-2-3 (the specific column
numbers of each group are RC-2-11∼RC-2-15).

1

2

3
4

Figure 1: Schematic diagram of the reinforcement method.
(1) Longitudinal bar; (2) semicircular steel plate; (3) stirrup; (4)
radial structural bars.
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As shown in Figure 2(c), the inner diameter of the steel
casing wall is 256mm, the length is 980mm, and the
thickness of the steel plate is 5mm. In order to make the steel
casing successfully impose circumferential prestress on the
concrete cylinder, the two semicircular steel plates cannot be
closed into a complete circle, and the two semicircular steel
plates should leave 6mm (256× π × 0.01× 1.5�12mm, 0.01
is the ultimate tensile strain of steel, and 1.5 is the surplus
coefficient) gaps in advance.

,e nominal diameter was 12mm, and the stress cross-
sectional area of M12 bolt was 84.3mm2.

In order to measure the internal stress and defor-
mation of the steel bar, concrete, and steel casing, strain
gauges are affixed at the specific position of the specimen,
and the specific position of the strain gauge is shown in
Figure 2.

2.2. Loading Program. In order to study the mechanical
properties and reinforcement effect of concrete columns
strengthened with steel casting (steel cylinder formed by
closing two semicircular steel plates) under precompression
stress, four groups of axial compression tests of strengthened
columns were carried out:

(1) Contrast column test of the unreinforced original
column.

(2) According to the prestress value, the test of the
reinforced column can be divided into the following
three categories:

① In Scheme 1, the prestress value is 0, whichmeans
tightening the bolt gently with a common wrench
so that the steel casing is just close to the surface
of the concrete cylinder; therefore, reinforced
columns are equivalent to reinforced concrete-
filled steel tubular columns.

② In Scheme 2, the confining pressure of the
semicircular steel plate on the concrete column is
equivalent to that of the unreinforced column
stirrup on core concrete. As shown in Figure 3,
p � σr(p is shown in Figure 3(c), and σr is the
confining pressure of steel casing on concrete
columns); therefore, σ3 � σr (Figure 3(c)).
Because the thickness of the semicircular steel plate
is far less than the diameter of the concrete column,
and the thickness of the steel plate is t� 5mm, the
cross-sectional area of the steel tube wall is
As1� 4097.70mm2. When the diameter of the
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Figure 2: Details of specimens.
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column is d� 256mm and the thickness of the
concrete cover is 25mm, the diameter of core
concrete (stirrup spacing) is 194mm and the area of
core concrete is Acor� 29544.26mm2. ,e cross-
sectional area of concrete column
A� 51445.76mm2, and the stirrup conversion area
isAss0� 215.19mm2.,erefore, the constraint stress
(σr1) of stirrup on the core concrete column can be
calculated by the following formula [27, 28]:

σr1 �
fyv · Ass0

2Acor

�
270 × 215.19
2 × 29544.26

� 0.983
N

mm2,

(1)

where fyv is the design value of stirrup tensile
strength, fyv � 270MPa. When the confining
pressure of steel casing on the surface of the
concrete column is equal to that of stirrup on core
concrete before column reinforcement, there
should be

σr � σr1. (2)

At this time, the circumferential tensile stress in
the steel casing plate can be obtained as follows:

σθ � 2σr

A

As1
� 2 × 0.983 ×

51445.76
4097.70

� 24.68
N

mm2.

(3)

③ In Scheme 3, the prestress value is equivalent to
the prestress value required to make the bolt
reach its tensile strength design value. At this
time, the tensile force of the steel casing is larger
than that of Scheme 2. ,e design value of the
axial tensile connection bearing capacity of a
single bolt is set as Nb

t :

N
b
t � Aefff

b
t � 84.3 × 400 � 33270N, (4)

whereAeff is the stress section area of a single bolt,
Aeff � 84.3mm2. fb

t is the tensile design strength
of the bolt, fb

t � 400MPa. In addition, the
number of bolts per row is 10:

σθ �
N

b
t × 10
t · l

�
33270 × 10
5 × 980

� 67.90
N

mm2,
(5)

where t is the thickness of the steel casing plate,
t� 5mm and l is the height of steel casing,
l� 980mm. ,erefore, the grouping scheme and
the corresponding prestress values are listed in
Table 1.

,e loading method is full-section axial compression.
,e test is carried out on the microcomputer controlled
electro-hydraulic servo press-shear testing machine. ,e
strain of steel bars, steel casings, and concrete is measured by
the static resistance strain gauge DH3818Y and dynamic
signal acquisition and analysis system DHDAS. ,e cracks
are observed with the naked eye of the magnifying glass and
the flashlight. ,e testing machine is shown in Figure 4.

,e test loading was carried out according to the
Standard Test Method for Concrete Structures (GB/T50152-
2012) [29]. After the reinforcement column is aligned, the
preloading of 0.3Nu (predicted ultimate load value) was
carried out, and the preloading was carried out 2-3 times.
During the preloading period, the number of test equipment
indicators needs to be carefully checked, and the abnormal
phenomena should be eliminated in time. After the preload
is completed. ,en, remove all loads and start the formal
test.,e test device is shown in Figure 5. Pressurized loading
was used in the test. Each stage was kept for 10min, and the
loading value of each stage was 0.2Nu (predicted ultimate
load value) [30, 31]. ,e loading speed was 2 kN/s. When the
loading value reached 0.8Nu, the loading value of each stage
was 0.1Nu. When the last stage was loaded, the loading speed
was 1 kN/s. Until the ultimate load was reached and the
pressure was kept, the loading was continuously and slowly
until the specimen was destroyed. Among them, the strain
data take the average value of 1minute before the pressure
was kept. Because the concrete column has 10mm exposure
in the upper and lower ends of the steel casing (Figure 5), the
loading stops when the upper and lower loading plates
contact the steel casing.

3. Results and Discussion

3.1.Main Results of the Test. ,e main test results are shown
in Table 2. It can be seen from Table 2 that the ultimate load
of strengthened columns increases differently with different
prestress values. Compared with the contrast column, when
the prestress value is 0N/mm2, the ultimate load of the
strengthened column increases by 72.1%–92.4%; when the

d t

(a)

p

σ2t

σ2t

(b)

p

(c)

σ3=0

σ3=p

σ1

σ1

σ2

σ2

(d)

σ1 σc σ1

(e)

Figure 3: Stress diagram after reinforcement.
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confining pressure of the semicircular steel plate on the
concrete column is equivalent to that of the unreinforced
column stirrup on core concrete, the ultimate load of the
strengthened column increases by 95.0%–102.7%; when the
prestress value is equivalent to the prestress value required to
make the bolt reach its tensile strength design value, the
ultimate load of the strengthened column increases by
97.5%–109.9%. It can be seen that, with the increase in the

prestress value, the confinement effect of steel casing on
concrete is more obvious, and the bearing capacity of
concrete columns after reinforcement is slightly improved.

3.1.1. Phenomena. As shown in Figure 6, for RC-1, at the
beginning of loading, two ends of the column due to stress
concentration distribution crack. With the increase of load,
because there is no restriction of steel casing, vertical cracks
gradually appear in the surface of concrete cover. When the
axial load reaches about 90% of its peak load, the vertical
cracks continued to extend vertically, and the crack width
increased. With a slight click, some cover concrete spalling.
When the load reaches the maximum value, the head of the
concrete column collapses in a large area, and the upper part
of the specimen is bulging. ,en, the bearing capacity de-
creases sharply. From the crack of the concrete column to
the complete failure of the reinforced column, the whole
process is relatively short, and the compression process
shows the characteristics of brittle failure. For the three
groups of concrete columns strengthened with steel casing,
they have no obvious change at the initial stage of loading.
When the load gradually increases, the appearance of steel
casing has no obvious change, but its two vertical flanges
have corrugated changes. ,en, there was a crackling sound,
which was due to the joint action of rib angle and bolt to
make the vertical flange yield first. When the reinforced
column reaches the ultimate bearing capacity, the weld
position of the rib angle of the vertical flange is tear. Because
the steel casing is restrained by the transverse flange during
loading, the appearance of the steel casing still has no ob-
vious change.

Figure 7 shows the internal failure mode diagram of the
concrete cylinder after removing the steel plate. It can be
seen that the failure of the ends of the column is more
serious, which is due to the cushion plate that directly acts on
the top of the concrete column during loading, and the end is
not restrained by the steel casing. ,e ultimate compressive
strain of concrete εcu is 0.0033; from this, the ultimate
displacement value is 3.3mm. Two ends of the reinforced
column are compressed more than 10mm, indicating that
the confined concrete in the concrete column has been
compressed. However, due to the circumferential constraint
of the steel casing, the concrete column can still withstand
axial pressure. ,erefore, the prestressed steel casing can
effectively restrict the concrete column. After loading, the
steel casing is closely connected with the surface of the
concrete cylinder, and it is very difficult to separate them.
,is shows that the Poisson displacement or lateral dis-
placement of the concrete in the steel casing is obvious, and
the steel casing ensures the integrity of the specimen and the
effectiveness of the pressure transfer.

3.1.2. Failure Patterns of Specimens. ,ere are two typical
failure modes of concrete column: ①,e top concrete is
crushed and peeled off.②Due to the constraint effect of the
steel casing on the core concrete, the whole shearing de-
struction of the concrete will not appear, and even the
cracked concrete will be re-extrusion under the constraint of

Table 1: Details of specimens.

Methods Number Scheme σθ
(MPa)

Quantity
(pillar)

No
reinforcement RC-1 No steel

casing 0 5

Reinforcement
RC-2-1 Scheme 1 0 5
RC-2-2 Scheme 2 24.68 5
RC-2-3 Scheme 3 67.90 5

Total 20

Figure 4: Testing machine.

10 mm
concrete exposed

at both ends

Cushion
block (10 mm)

Steel casing
strain gauge

S1-1
Steel casing
strain gauge

S1-2

Steel casing
(5 mm)
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Figure 5: Diagram of specimen.
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the axial pressure and the steel casing. Due to the continuous
occurrence of new corrugated bending of the vertical flange
of the steel casing, cracks appear at the welds of the vertical
flange, and the confining pressure is gradually weakened. On
the premise of ensuring that no shear failure occurs, the
reinforced column mainly occurs in two types of failure
forms: the first type is axial compression failure; concrete

columns in the compression zone are crushed and peeled off.
,e second type is the failure of the vertical flange of steel
casing. From the cracking of reinforced columns under
failure, two failure modes are ductile failure. Because the
reinforced column has concrete spalling and clicking sound
before failure, it shows that there are obvious signs before
failure, and the failure form is reasonable.

Table 2: Main results of the test.

Number Nu (kN) Increase rate (%) Failure mode

RC-1

1 1471.50 —

Cover concrete spalling, concrete crushing, upper column drumming
2 1553.30 —
3 1548.53 —
4 1612.32 —
5 1526.23 —

RC-2-1

1 2654.89 72.1

Concrete cracking, no obvious phenomenon in the steel casing
2 2910.25 88.7
3 2967.48 92.4
4 2938.08 90.5
5 2781.00 80.3

RC-2-2

1 3017.00 95.6

Vertical flange weld cracking, concrete splitting
2 3008.29 95.0
3 3026.02 96.2
4 3110.64 101.7
5 3125.31 102.7

RC-2-3

1 3133.54 103.2

Bolt fracture, steel casing failure
2 3146.81 104.0
3 3046.87 97.5
4 3237.70 109.9
5 3304.70 114.3

(a) (b) (c) (d)

Figure 6: Failure modes of typical specimens.
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3.1.3. Load-Displacement Curve. Figure 8 shows the load-
displacement curve of reinforced column. ,e curve can be
divided into elastic section at the beginning of loading,
inelastic section at 80% of ultimate load, and descending
section after ultimate load. During the initial loading, all
columns are in the elastic stage. Because fine stone concrete
is poured between the steel casing and the concrete column
to make them fit closely, the steel casing has a constraint
effect on the core concrete. ,erefore, with the increase of
load, the greater the prestress value, the greater the slope of
the strengthened column. As the load continues to increase,
the constraint effect of steel casing on concrete becomes
more obvious, and the bearing capacity of reinforced col-
umns is also larger. Compared with the contrast column, the
bearing capacities of RC2-1, RC2-2, and RC2-3 of the
reinforced column were increased by 85%, 98%, and 106%,
respectively. Because the steel casing has a strong constraint
on concrete, the ultimate bearing capacity decreases slowly
when it is destroyed, and for the specimens RC-1, RC2-1,
RC2-2, and RC2-3, Δmax/Δelastic is 1.06, 2.57, 2.77, 3.48,
respectively (Δmax is the ultimate displacement, and Δelastic is
the elastic displacement). It shows that the ductility of the
new concrete structure increases with the increase of steel
casing prestress.

3.1.4. Load-Material Strain Curve. Figure 9 shows the load-
strain curve of the concrete and steel casing. In the early
stage of loading, the load-strain is linear, which indicates
that the reinforced column is in the elastic stage. ,e strain

of concrete and steel casing increases proportionally with the
increase of load.When the load increases to 50%, the column
cracks and works with cracks. With the increase of load, the
strain of concrete increases and the transverse strain of steel
casing also increases. ,e longitudinal strain of steel casing
increases mainly due to the increase of transverse strain of
steel casing. When the load is close to Nu, the slope of the
curve continues to decrease, the stiffness of the specimen

(a) (b) (c) (d)

Figure 7: Internal failure mode of test column.
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Figure 8: Load-displacement curves.
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decreases, and the reinforced column is destroyed. When
specimens RC2-1, RC2-2, and RC2-3 reach the ultimate
load, the transverse strains of steel casing are 241, 580, and
1288 με, and the longitudinal strains are 231, 450, and 1268
με, respectively.

Figure 10 shows the load-strain curve of the steel bar of
the reinforced column. With the increase in the steel casing
prestress value, the constraint effect on the concrete column
is stronger, and the increase of the peak strain of the steel bar
(the strain corresponding to the ultimate load) is greater.
When the specimens RC-1, RC2-1, RC2-2, and RC2-3 reach
the ultimate load, the stirrup strains are 1120, 650, 584, and
3025 με, and the longitudinal reinforcement strains are 1767,
1284, 1675, and 2292 με, respectively. Comparing the
reinforced columns RC2-1, RC2-2, and RC2-3, it is known
that the prestressed semicircular steel plate reinforcement
can improve the ultimate strain of concrete, and the concrete
strain is related to the size of reinforcement prestress. ,e
greater the prestress, the greater the ultimate strain of the
reinforcement column. And the strain growth rate of the
reinforced column is accelerated after the peak load, indi-
cating that the prestressed semicircular steel plate rein-
forcement gives full play to the material properties of steel
and concrete. It can be seen from the figure that the steel
strain of the contrast column RC-1 decreases directly after
reaching the ultimate load. Due to the transverse constraint
force provided by the prestressed semicircular steel plate, the
steel strain of the reinforced column decreased slowly after
reaching the ultimate load.

3.2. Finite Element Analysis

3.2.1. Finite Element Modeling. In this article, ABAQUS
software is used for finite element analysis. ,e steel
skeleton and concrete are contacted by the embedded

region without considering the influence of bond-slip,
and it is assumed to be coordinated deformation. Al-
though the steel casing and concrete column surface will
produce relative slip in the actual test, many research
results show that this relative slip has little effect on the
constraint ability, so this article assumes that they are
ideally connected and use tie contact. In the existing
research field, the application method of steel casing
prestress is still relatively rare. High strength bolts are
used to apply prestress in the test, but, in the simulation,
the equivalent substitution method is used to control
prestress, and the prestress is equivalent to the pressure
generated around the concrete column; that is, the
contact element between the steel casing and the concrete
transfers the interface pressure p, and the pressure per-
pendicular to the contact surface can be completely
transferred between the interfaces. Only normal contact
is considered between the cushion plate and the top
surface of the concrete. Among them, the steel casing and
two ends of the cushion plate are simulated by shell el-
ement S4R, and the concrete is simulated by three-di-
mensional solid element C3D8R.

,e constitutive model of the concrete column
strengthened with prestressed steel casing is similar to that of
the concrete-filled steel tubular column. ,erefore, the
constitutive model of concrete in this simulation adopts the
compression constitutive model of the concrete-filled steel
tubular column in Liu Wei’s study on the working mech-
anism of the concrete-filled steel tubular column under local
compression [32]. ,e loading method adopts the vertical
displacement loading of the upper part of the model. It is
assumed that the lower part of the model is completely fixed,
and the upper part constrains two translational and rota-
tional degrees of freedom.,e finite element model is shown
in Figure 11.
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0

500

1000

1500

2000

2500

3000

3500

lo
ad

 (K
N

)

–500–1500 0–1000
vertical strain (με)

500 15001000
lateral strain (με)

RC-1 concrete
RC-1 concrete
RC2-1 steel casings
RC2-1 steel casings

RC2-2 steel casings
RC2-2 steel casings
RC2-3 steel casings
RC2-3 steel casings

Figure 9: Load-strain curves of concrete and steel casings.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Experimental Analysis on Axial Compression... R. Kumar et al.433



3.2.2. Results of Finite Element. Figure 12 shows the stress
distribution nephogram of the steel casing when the
reinforced column reaches the ultimate load when the
prestress of the steel casing is 0 N/mm2, 24.68 N/mm2, and
67.90 N/mm2, respectively. It can be seen from the figure
that with the increase in the prestress value, the coverage
of the maximum stress of the steel casing increases and is
distributed in the middle area of the reinforced column.
And with the increase in the prestress value, the com-
pressive stress value increases, it shows that the steel
casing has a good restraint effect, and the restraint effect is
also obvious. ,ere is a certain error between the finite
element simulation and the test results; the main reason
for the error is that there is a deviation between the
application mode of prestress of reinforced columns and
the actual situation during modeling. Moreover, the
contact between steel casing and concrete is also complete
contact in the ideal state, which is difficult to achieve in the
actual project.

Figure 13 shows the load-displacement curve of the
specimen obtained by the test and the finite element method.
,e real line represents the finite element value. ,e
imaginary line represents the experimental value. It can be
seen that the calculation results of the finite element model
are consistent with the test results. ,e finite element
analysis tends to be idealized. ,erefore, the finite element
analysis results are better than the test results. ,e com-
parison of specimen bearing capacity is shown in Table 3,
NFEM/NEXP mean value is 1.026, and the standard deviation
is 0.012, indicating that the finite element model established
in this article can better simulate the stress characteristics of

reinforced concrete columns strengthened with prestressed
steel casing.

4. Calculation of Axial Compression
Bearing Capacity

,e prestressed steel casing reinforcement method studied
in this article is a new reinforcement method. By prestressing
the steel casing, the steel casing and the column needed to be
strengthened are connected into a whole, so that they work
together, thus significantly improving the bearing capacity of
concrete columns.

Referring to the research results of Si et al. [33] in the
axial compression test of damaged reinforced concrete
columns strengthened with prestressed steel wires, after
reinforcement, the bearing capacity of the reinforced col-
umn is composed of longitudinal reinforcement and con-
fined concrete, and thus, the calculation formula of the
bearing capacity of the reinforced column with prestressed
steel wires is proposed:

Nu � ϕ · fc,cAc + fy
′As
′,

fc,c � b · fc,
(6)

where Nu is the ultimate bearing capacity of the composite
strengthened member, kN; fc,c is the axial compressive
strength of confined concrete, MPa; b is the prestressed
winding improvement coefficient; fc is the axial compressive
strength of unconstrained concrete, MPa; A is the damage
coefficient; Ac is the section area of compressive concrete,
mm2; fy is the longitudinal reinforcement compressive

(a) (b) (c)

(d)

Figure 11: Model mesh subdivision. (a) Steel frame. (b) Steel casings. (c) Cushion block. (d) ,e whole specimen.
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strength design value, MPa; and As is the longitudinal
section area, mm2.

Based on the derivation of Si Jianhui’s calculation for-
mula for the bearing capacity of reinforced members, it can
be seen from Figure 5 that there are 10mm left at the upper
and lower ends of the concrete column without the con-
straint of steel plate. ,erefore, the steel casing does not
provide axial bearing capacity, but only provides one cir-
cumferential constraint force for the concrete column in this
experiment. It can be seen that the increase in the bearing

capacity of concrete columns strengthened with prestressed
steel casing is mainly caused by the increase in the bearing
capacity of concrete after being constrained [30, 34–36]. Due
to the different prestress value, the ultimate compressive
strain of confined concrete is different, and the strain of the
steel bar is also different, so it is necessary to set up a
composite reinforcement improvement coefficient. Since the
specimens used in the test are all not under pressure before
the test, the damage coefficient A can be taken as 1. ,en
calculation formula of the bearing capacity of concrete
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Figure 12: Strain cloud picture (MPa). (a) RC2-1. (b) RC2-2. (c) RC2-3.
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columns strengthened with prestressed steel casing can be
simplified as follows:

Nu � bfcAc + fy
′As
′, (7)

where b is the prestress increase coefficient, which is ob-
tained by fitting from the relationship between prestress f
and bearing capacity of steel casing by Origin software,
b� 0.005f+ 3.40.

,e calculated results of formula (7) are compared with
the experimental data and summarized in Table 3. It can be
seen from Table 3 that the calculation results of formula (7)
are in good agreement with the measured values.

5. Conclusions

In this article, the prestressed steel casing reinforcement
method was proposed. ,rough the axial compression test
and numerical simulation of 20 columns, the following
preliminary conclusions can be drawn:

(1) Compared with the original column, the ultimate
bearing capacity of reinforced concrete columns
strengthened with prestressed steel casing is in-
creased by 72.1%–109.9%, and the ductility is also
greatly improved.

(2) ,e calculation formula of the axial compression
bearing capacity of reinforced concrete columns
strengthened with prestressed steel casing provided
in this article has good applicability. Compared with
the experimental values, the theoretical calculation
formula has sufficient accuracy.

(3) ,e reinforcement effect of the prestressed steel
casing reinforcement method is obvious, which is
suitable for rapid repair and reinforcement of con-
crete columns that need to greatly improve the
bearing capacity in a short time.

(4) ABAQUS software was used to model and analyze
the test process. ,e results show that the finite el-
ement results are in good agreement with the test
results. ,e comparative analysis results of models
under different prestress levels show that when the
prestress of steel casing is 0N/mm2, 24.68N/mm2,
and 67.90N/mm2, the simulated bearing capacity
increases by 94%, 101%, and 110%, respectively.

Data Availability

All data used to support the study are included within the 
article.
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1. Introduction

Bridge structural collapse is characterized withcollapse of an
entire structure or a disproportionate portion in structure
resultingfrom initial local failure in an individual member.
.e failures of criticalmembers in bridge structures typically
occur due to overloading. Cable-stayedbridges with steel
truss girders are widely applied for bridge con-
structionspanning rivers and valleys. .e truss girders can
provide sufficient and harmoniousspace for vehicles and
trains individually due to double-layer driving, and alsothe
cables can supply adequate tension on truss girders to
maximize the bridge span, as shown in Figure 1. Unfortu-
nately, some of these bridges havecollapsed commonly
originated from damage produced by heavy live loads. For
example, the chords and joints can be damaged by fatigue,
such as the I-35W Highway Bridge over the Mississippi
River in Minneapolis, which collapsed suddenly, resulting in

the death of 13 and injury to 145 people, as shown in Figure 2
[1]. Similarly, the sudden failure of a single rod led to the
fracture of several other rods, causing the collapse of the
Silver Bridge over the Ohio River between Ohio and West
Virginia, resulting in the death of 46 people.

Bridge systems are vulnerable to collapse under extremely
heavy loads due to the complicated connections of compo-
nents and low robustness. Existing assessment approaches fall
into three categories: the deterministic method, the proba-
bility and reliability method, and the risk-based approach [2].

.e deterministic method assesses structural safety in
terms of displacement under loads, structural capacity, and
energy and component sensitivity. Pandey and Barai proposed
the structural response sensitivity to measure redundancy for
continuum and discrete structures and assess structural
damage [3]. Nafday proposed the minimum difference be-
tween the stiffness matrix and singular matrices and the
correlation between the stiffness matrix and column vector as

ABSTRACT

The geometric agreement, also known as load-transferring routes within bridge structures, is critical to the mechanical 
performance of bridge structures, such as capacity, deformation, and collapse behaviour. The collapse behaviour of a 
double-pylon cable-stayed bridge with steel truss girders subjected to excessive vehicle loading is investigated using a 
methodology based on different load routes. A series-parallel load-bearing arrangement simplifies the cable-stayed bridge 
with steel trussgirders. In diverse load-structure conditions, this research shows that enforced vehicle loading can be 
moved to alternative routes of cable-stayed bridges. To investigate the collapse route of a cable-stayed bridge with steel 
truss girders, a 3-Dfinite element model is created using the computer software ANSYS, taking into consideration chord 
failure, cable loss, and corrosion in steel truss girders. The findings demonstrate that chord failures in the mainspan's 
middle section cause brittle damage to truss girders or potentially bridge collapse. Furthermore, ductile degradation 
occurs when long cables are lost.

Sharadhananda Ghadei, Department of Civil Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, sharadhananda@outlook.com

Swarup Sahoo, Department of Civil Engineering, Capital Engineering College, Bhubaneswar, swarupsahoo26@outlook.com

Ajaya Kumar Beura, Department of Mechanical Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, akbeura25@gmail.com

Saswati Nayak, Department of Mechanical Engineering, Capital Engineering College, Bhubaneswar, saswatinayak2574@gmail.com

Alternative Load Path Analysis for Assessing the Geometric
Agreement of a Cable-Stayed Bridge with Steel Truss Girders

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Alternative Load Path Analysis... S. Ghadei et al.438

https://orcid.org/0000-0002-8558-1187
https://orcid.org/0000-0002-2341-6178


safety indices for discrete structures. In addition, methods for
determining the key structural components and the failure path
were also proposed [4]. Hunley and Harik investigated the
redundancy of double-steel box curved beam bridges, con-
sidering the effects of the span, continuity, curvature, damage
location of the beam, external supports, and girder spacing on
bridge failure. .e study indicated that additional criteria to
those in the American Association of State Highway and
Transportation Officials (AASHTO) Load and Resistance
Factor Design (LRFD) code were required to ensure the re-
dundancy of the double-steel box curved beam bridge system
[5]. NCHRP 406 is a study of the collapse resistance of various
structural systems [6]. A system factor table was developed for
common-type bridges, including simple and continuous
bridges with multiple girders, and step-by-step calculations are
provided to assess the redundancy of bridges with complex
structures. .e collapse behavior of long-span bridges was
analyzed using experiments and numerical simulations [7–11].
In the literature [7], the collapse behavior of a suspension
bridge and cable-stayed bridge due to sudden cable loss was
investigated. A dynamic amplification factor (DAF) of 2.0 was
required to meet the safety requirements of the cable design;
the cable-stayed bridge did not survive the sudden loss of more
than two cables. .e bending moments enforced on the cross
sectionsof bridge girders were computed to determine the
importance in ultimate limitstate of failure at a stay location in
cable-stayed bridge. .e average DAF values of the undamped
and damped movements were 3.35 and 2.52, respectively, for
the positive bending moments [8]. .e average DAF values of
the axial stress in the pylon cross-sections and the stays of a

cable-stayed bridge were smaller than 2.0 and 1.68 for the
undamped movement and 1.47 for 2% of the critical damping,
respectively [9]. A model describing large displacement effects
and internal damage and time-dependent damage functions
were established to describe the constitutive relationships. .e
results showed that the sudden failure of cables resulted inDAF
values of 2.5–3.5 for vertical displacement, 5.5–8.5 for the
bending moment, and 1.3–2.8 for torsional rotation in the
midspan [10]. .e cable system of a hybrid cable-stayed/sus-
pension (HCS) bridge can redistribute the additional stresses
produced by internal damage of the bridge components [11].

Four reliability indices were developed for the four limit
states of a bridge under heavy static loads, namely, member
failure, ultimate limit state, functionality limit state, and
damage limit state. .e differences in the reliability indices of
the member failure in the latter three limit states are the
structural redundancies, as demonstrated with a standard TS-
20 truck load. Consequently, several approaches based on
reliability have been developed to assess structural redundancy
and failure probability due to insufficient capacity and overload
[12–16]. In [12, 13], the geometric configuration and safety of a
truss bridge system were analyzed using system reliability,
considering the uncertainties of the critical members and fu-
ture loads. It was shown that the system safety, which influ-
ences public security and national defense, depended on the
number of girders, the girder spacing, and the presence of
diaphragms. .e target reliability index was calculated by
considering the expected life of the structure, importance of
individual members, design experience, and material costs.
.is index was used to determine the members’ strength and
applicability and prevent fatigue damage [14]. .e redundancy
concept has been applied to many types of infrastructures. .e
target reliability index provides a good balance between safety
and costs in infrastructure networks [15, 16]

Many significant results have been obtained from studies
focusing on redundancy and collapse of structures. However, it
is necessary to extend the current methodologies to long-span
bridges..e simplified deterministic approach for assessing the
collapse behavior of suspension bridges has been extended to
complex bridge systems, such as arch bridges and cable-stayed
bridges. In this study, the deformation and cable force of a
double-pylon cable-stayed bridge with steel truss girders are
considered using a series-parallel load-bearing system to in-
vestigate the transfer of the absorbed loads to alternative paths
in different scenarios. .e collapse behavior of the bridge is
analyzed using increasing traffic loads to determine the optimal
structural system. It is shown that the series-parallel load-
bearing system of the structural members affects the me-
chanical behavior of the cable-stayed bridge system.

2. Selection and Description of Cable-
Stayed Bridge

.e cable-stayed bridge has a total length of 700m, with
360m between the two pylons and 170m on each side of the
pylons, as shown in Figure 3. .e main beam consists of 2
truss girders with a height of 6m and spacing of 26m. .e
chords have box sections, and the vertical and diagonal bars
have H-shaped sections; 104 steel-wire cables are anchored

Figure 1: Yu Men Kou Huanghe River Bridge.

Figure 2: Collapse of the I-35W Highway Bridge.
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in the truss girder and the pylons. Each pylon consists of 3
parts, with lengths of 133.5m, 38m, and 38m or 44m. .e
material properties are listed in Table 1.

3. Numerical Model

.e alternative load paths of the bridge during the failure of
individual members are investigated to study the collapse
behavior of the cable-stayed bridge. A numerical model is
established to simulate the performance of the bridge under
vehicle loads in different cases and is verified by an ex-
periment using live loads.

3.1. Analysis Details. Without alternative load paths, a
bridge can collapse entirely or partially under a load. If a
cable-stayed bridge consisting of a steel truss girder and
cables collapses entirely when the girder fails, the girder lacks
alternative load paths, as depicted in Figure 4(a). In contrast,
the bridge does not collapse when one cable fails if the
adjacent cables act as alternative load paths and bear the
absorbed load from the failed cable, as shown in Figure 4(b).
For the analysis of the structural load paths, the cable-stayed
bridge can be simplified as a conceptual model that includes
series and parallel systems, as shown in Figure 5. .e girder
segments, which lack alternative load paths, comprise the
series system, whereas the cables with many alternative load
paths form the parallel system.

.e conceptual collapse model of the series-parallel
system depicts the configuration of the alternative load paths
in the cable-stayed bridge. .ese load paths significantly
affect the collapse behavior. .e loss of chords in the truss
girder and the failure of cables correspond to the series and
parallel systems, respectively. .e truss girder segments of
the two trusses are illustrated in Figure 5. Each truss section
with upper and lower chords and bars provides limited
alternative load paths, indicating that the failures of the

upper and lower chords would significantly decrease the
capacity of a truss section. If the chords fail, the limit al-
ternative load paths in the truss girder represent the series
system. .us, if a small deformation occurs before the
collapse, the cable-stayed bridge is prone to global collapse,
indicating an insufficient number of alternative load paths to
absorb the loads from the lost chords. In contrast, the cables
represent a parallel system, providing a sufficient number of
alternative load paths, which is reflected by changes in the
forces in the adjacent cables in the damage model of the
cable loss scenario. A change in the cable forces and the large
deformation before total collapse indicate that the loading of
the failed cables is absorbed by the other cables.

.e series and parallel system model is used to assess the
collapse behavior of the bridge. A three-dimensional finite
element model (3D FEM) is established to simulate the bridge
under different load scenarios and is verified using a live load
experiment..emechanical behavior of the bridge (force and
deformation) after the removal of individual members and
the corrosion of the truss girder is investigated. In addition,
the damaged bridge after the removal of chords and cables is
thoroughly analyzed to investigate its capacity and collapse
behavior. .emechanical behavior is assessed with the series-
parallel structural system to determine alternative load paths.
.e flowchart of the analysis is shown in Figure 6.

3.2. Numerical Discretization. .e 3D FEM is established in
the ANSYS software to study the structural collapse be-
havior. .e pylons and truss girder are discretized using
BEAM189 elements, and the cables are modeled with
LINK180 elements. MPC184 rigid link/beam elements are
used to connect the cables and pylons. BEAM189 has three
nodes with six degrees of freedom at each node, i.e., three
translations in the nodal x-, y-, and z-directions and three
rotations around the x-, y-, and z-axes [17]. .e beam
element is based on the Timoshenko beam theory, which
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Figure 3: Double-pylon cable-stayed bridge with steel truss girders (Units: m).
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includes shear deformation effects; thus, it is suitable for
analyzing 3D slender to moderately stubby/thick beam
structures. LINK 180 has two nodes with three degrees of
freedom per node, i.e., translations in the nodal x-, y-, and
z-directions [18]. .is element does not bend or rotate,
making it suitable for modeling 3D cables, links, and
springs. .e MPC184 rigid link/beam has two nodes with
six degrees of freedom at each node, i.e., three translations
in the nodal x-, y-, and z-directions and three rotations
around the x-, y-, and z-axes.

.is element models a rigid constraint or a rigid com-
ponent. .e material stiffness properties are not required;
thus, it can be used to simulate a rigid constraint between
two deformable bodies or a rigid component that transmits
forces and moments. To simplify the supports on the pylons,
the translations of the nodes of the tie beam of the pylons
and the nearby nodes of the truss girder are coupled in the
nodal x-and z-directions. .e ends of the pylons are con-
strained in all degrees of freedom, i.e., three translations in
the nodal x-, y-, and z-directions and three rotations around
the x-, y-, and z-axes. .e supports at the ends of the truss
girder are simulated by constraining some degrees of
freedom, i.e., translations in the nodal z-direction and x-
direction with an allowance of ±500mm.

.e node-to-node interactions are modeled to discretize
the structural model and account for the common action of
the cable-stayed bridge [19]. Nodes are shared between the
beam elements of the truss girder and the link elements of
the cables, between the link elements of the cables and the
rigid link/beam elements of the rigid connections, and be-
tween the beam elements of the pylons and the rigid link/
beam elements of the rigid connections [20]. .e 3D
structural model, the mesh, and the constraints for the
structural analysis are shown in Figure 7.

Inelastic material properties are adopted in the FEM for
the structural collapse analysis under extremely heavy
vehicle loading. .e cables and truss girder have ideal
elastic-plastic properties with yield strengths of 1670MPa
and 370MPa, respectively (Table 2). All the failures of the
chords and bars of the steel truss girder subjected to
considerable compression are considered in the analysis
since they may lead to bridge collapse. As the static load
increases, the data on the member failure and the changes
in the forces are recorded until the analysis is terminated
when the bridge collapses.

3.3. Calibration of Numerical Model. .e selected bridge is
subjected to a live load test to calibrate the 3D FEM of the
cable-stayed bridge (Figure 8). .irty-two strain gauges are
attached to the upper and lower chords to determine the
mechanical performance of the truss girder, and the bridge is
subjected to a standard truck load (Figure 9). .e strain
gauges are connected to a wired data acquisition system to
collect the data.

According to the influence line of the cable-stayed
bridge, three load cases are designed to obtain the critical
bending moments in the side and main spans. .ree-axle
dump trucks with a combined axial weight of 300 kN are
used to apply the loading. .e axle weights of the trucks are
60 kN for the front axle and 120 kN for each of the two rear
axles, and the axial spacing is 3.5m at the front and 1.35m at

Table 1: Material properties of the cable-stayed bridge.

Members Material Modulus of elasticity (MPa) Sectional area (m2)
Pylon Concrete(fcu · k � 32MPa) 3.45×104 16.04∼27.0
Deck Concrete(fcu · k � 26MPa) 3.25×104 4.70
Truss girder Steel(σS � 370MPa) 2.06×105 0.10
Horizontal and lateral bars Steel(σS � 345MPa) 2.06×105 0.27×10−1

Cables (per) φ7mmwire(fpk � 1670MPa) 1.95×105 (0.53∼1.34 )× 10−2

Absorbed load Absorbed load

(a)

Absorbed load

Absorbed lo
ad

(b)

Figure 4: Failures of individual members of the cable-stayed bridge: (a) load transfer after girder failure; (b) load transfer after cable failure.
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the back, as shown in Figure 9. Figures 9 and 10 show the
location of applying the truck load in a cross-sectional and
longitudinal view and the locations of the deflection points.
.e data are used to obtain the vertical deformation of the
truss girder.

Table 2 shows the three load cases, the strain gauge
locations, the measured strain, and the strain obtained from
the FEM. Similarly, the vertical displacement values

obtained from the measurements and the FEM for the three
load cases are listed in Table 3.

.e ratios of the measured strain and vertical displacement
to the FEM model results in Tables 2 and 3 range from 0.89 to
0.99 for the three load cases, indicating a good agreement
between themeasured andmodeled results..erefore, the FEM
accurately simulates the behavior of the cable-stayed bridge with
steel truss girders subjected to heavy truck loading.

Start

Series and 
parallel systems

3D-finite element 
model 

Live load test

Initial damages:
·Removal of individual member

·Corrosion of truss girder

Removal of chords

Collapse of series 
system

Structural 
behavior

Collapse of parallel 
system

Removal of cables

Different collapse patterns of the 
series and parallel systems

End

Figure 6: Flowchart of the collapse analysis of the cable-stayed bridge.
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MPC 184

Beam 189

Constrained

Coupled

Figure 7: Finite element model of the cable-stayed bridge.

Table 2: Strain of the chords for the three load cases.

Load case Section Strain gauge location
Strain (με)

Ratio
Measured FE model result

1 I-I Upper chord −134 −150 0.89
Lower chord 159 165 0.96

2 II-II Upper chord −87 −90 0.97
Lower chord 75 79 0.95

3 III-III Upper chord −228 −231 0.99
Lower chord 190 204 0.93
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3.4. Analysis Procedure. .e instability of the truss girder
and the failure of the cables can result in the collapse of the
cable-stayed bridge subjected to high vertical loading. Steel
corrosion can significantly change the material properties,
such as the elastic modulus and yield strength, potentially
causing failure of the members or bridge collapse. We an-
alyzed the ultimate capacity of the bridge by removing in-
dividual members. Without alternative load paths, the cable-

stayed bridge collapses, resulting in the automatic termi-
nation of the analysis in the software. .e effect of corrosion
of the truss girder on the mechanical behavior of the bridge
is assessed by changing the cable forces and the deformation
level of the truss girder. .e removed members and the
corroded sections of the cable-stayed bridge are depicted in
Figure 11.

According to the influence line of the members of the
bridge, it is assumed that chords A8-A9, A29-A30, A44-
A45, and A59-A58′ and cables S9, M8, and M13 failed.
According to the Technical Standards for Highway Engi-
neering (JTG B01-2014), the Highway-I lane loading is
combined with a concentrated force of 360 kN and a
uniformly distributed load of 10.5 kN/m. .e loading types
and placements causing bridge collapse are shown in
Figure 12 and Table 4.

Figure 8: Live load test.

Strain
gauge

deflection point1300 1800 500deflection point

1350 3500

120 kN 120 kN 60 kN

Figure 9: Cross-sectional view and load paths (units: mm).
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Figure 10: Longitudinal view and load paths (units: m).

Table 3: Vertical displacement of sections for the three load cases.

Load case Section
Vertical displacement (mm)

Ratio
Measured FE model result

1 I-I 87 92 0.95
2 II-II 101 104 0.97
3 III-III 214 221 0.97
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4. Results and Discussion

Two load scenarios, the removal of individual chords and
cables, and corrosion of the truss girder sections are con-
sidered to conduct an in-depth analysis of the response of
the collapsing cable-stayed bridge. .e relationship between
the load and displacement and the collapse patterns are
investigated.

4.1. Damage to the Cable-Stayed Bridge. .e failures of the
chords A8-A9, A29-A30, A44-A45, and A59-A58′ and the
cables S9, M7, and M13 change the internal forces of the
truss girder and cables, as depicted in Figures 13 and 14.
Compared to the intact bridge, the forces of cables S6, S7, S8,
S9, and S10 increase by 0.3% to 4.4%, while the forces of
cables S1 to S5 and S11 to S13 decrease by 0.3%–1.7%. .e
loss of chords A29-A30 reduces the force of cables M1 and

170 360 170

700

S13 M13 M′13 S′13

S9

A8-A9 A44-A45

M8

A59-A58′A29-A30

Z0

Z1

Z2

Z3

S1
M′1 S′1

M1

Figure 11: Failed members and corroded bridge sections (units: m).

Z1 Z2

M8

S9

A44-A45

X
Y

O

M13

A59-A58′

A29-A30

A8-A9

Figure 12: Loading location for the loading scenarios.

Table 4: Load types and placement for different loading scenarios.

Failed members
Loading location

Uniform load Concentrated load
A8-A9 Entire side span −306m
A29-A30 −350m to −60m −218m
A44-A45 −350m to −40m −90m
A59-A58′ −60m to 60m 0m
S9 Side span and main span −294m
M8 Side span and main span −78m
M13 −66m to 180m and side span −18m
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S1 anchored in the girder of the side span by a maximum of
34.7% and 32.1%, respectively, and the proportion increases
toward the pylon. In contrast, the failures of chords A29-A30
or A59-A58′ do not significantly increase the cable forces (a
maximum increase of 3.5%). Since the truss girder is a series
bearing system with a lack of alternative load paths, the

absorbed load is not transferred to the cables, resulting in
small changes in the cable forces.

In the cable S9 loss scenario, the increase in the axial
force of the cables in the side span ranges from 1.9% to
13.8%, and the force of the other cables changes only slightly.
.e failure of cable M8 results in an increase in the cable
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Figure 14: .e cable forces in the cable loss scenario.
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Figure 13: .e cable forces in the chord loss scenarios.
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force ranging from 4.7% to 13.3%. .e decrease in the axial
force of cables S6 to S13, M1 to M4, and M2′ to S6′ is a
minimum of 15% in the cable S13 loss scenario, while the
increase in the axial forces of cables S5 to S1, M5 to M3′, and
S7′ to S13′ ranges from 0.1% to 23.2%. Since the cables are a
parallel bearing system with many alternative load paths, the
absorbed load is transferred to the other cables, reflected in
the changes in the cable forces.

.e material properties can be changed by the corrosion
of members, resulting in different properties for different
corrosion rates. It is assumed that the corrosion rate equals
10% of the bars and chords in sections I, II, III, and IV of the
truss girder (Figure 11). .e calculated values of the elastic
modulus and tensile strength of the materials are 146.26GPa
and 292.3MPa, respectively..ese values lead to the changes
in the forces of the cables subjected to a dead load, as
depicted in Figure 15.

Compared to the cable forces of the intact bridge, the
forces in cables S5, S6, S7, S9, and S10 decrease from 2.2% to
2.6%, with a 3.4% increase in the force of cable 13 in section I
corrosion scenario. Similarly, the force in cable M1 increases
by 5.7% in section II corrosion scenario, while the corrosion
in section III leads to a reduction in the forces of cables M1
to M10 and S9 to S13 of 2.0% to 3.7% and 1.1 to 3.9%,
respectively. .e forces of cables S13, M13, and S13 decrease
by 3.7%, 2.7%, and 3.4%, respectively, in section IV cor-
rosion scenario. In contrast, the corrosion of the girder has a
negligible effect on its vertical displacement, with a maxi-
mum value of 14mm (Figure 16). .e truss girder, a series
bearing system, does not transfer the absorbed load to the
cables if the main beam is corroded due to an insufficient
number of alternative paths.

4.2. Collapse Behavior. .e loss of chords A8-A9, A29-A30,
A44-A45, and A59-A58 causes a decrease in the ultimate
capacity and ductility of the remaining structures. Figure 17
depicts the axial and vertical displacements of the girder of
the remaining structures subjected to increasing traffic
loading.

In the chord loss scenarios A8-A9, A29-A30, A44-A45,
and A59-A58, the vertical displacement values of the de-
graded structures are much larger than the lateral values
when the bridge is subjected to high traffic loading. .e
remaining structures exhibit significant deflection and
collapse when chords A8-A9, A44-A45, and A59-A58 are
lost. In the chord loss scenario A59-A58, the axial dis-
placement of the girder increases rapidly, whereas the
vertical displacement is very small. .e degraded bridge
can bear 12 times the design load, but its deflection, in-
cluding the vertical and axial displacement, is very small.
.e collapse patterns of the bridges for different loading
cases are depicted in Figure 18, and the maximum dis-
placements and load factors are listed in Table 3. .e brittle
collapse of the damaged bridge occurs without deforma-
tion. Since the truss girder is a series bearing system, the
load is transferred in limited paths to the truss girder after
the individual chords fail.

.e loss of cables S9, M8, and M13 leads to a decrease in
the ultimate capacity and ductility of the remaining struc-
tures. Figure 19 depicts the axial and vertical displacements of
the girder of the remaining structure subjected to increasing
traffic loading. Under the critical loading, the remaining
structure exhibits significant vertical displacement before it
collapses, indicating insufficient ductility of the degraded
bridge. .e axial and vertical displacement values increase to
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Figure 15: .e cable forces in the corroded truss girder scenario.
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29mmand 580mm, respectively, when the bridge is subjected
to the most critical loading in the cable S9 loss scenario..ese
are the minimum values in the three cable loss scenarios. On
the other hand, once a displacement of 4.7mm is reached, the
axial displacement value increases to 20mm in the opposite
direction when the bridge collapses in the cable S13 loss
scenario. .e collapse patterns of the bridge for the different
load scenarios are shown in Figure 20. .e vertical dis-
placement reaches 1150mm, which is the maximum value in
the three cable loss scenarios (Table 5). .e large deformation
before the bridge collapse in the cable loss scenario shows that
the parallel bearing system provides ample alternative paths
for absorbing the load after the cable loss.

.e chord loss does not result in a change in the cable
forces under a dead load; however, the cable failure leads to a
redistribution of the cable forces. A chord failure close to the
pylon results in brittle damage of the entire bridge under a
critical loading, whereas a cable loss leads to outstanding
ductility of the remaining structure. In addition, the cor-
rosion of the truss girder does not significantly influence the
cable force and vertical displacement of the beam. Overall,
the truss girder, a series bearing system, provides limited
alternative load paths after the bridge is damaged by a chord
loss. In contrast, the cables, a parallel bearing system,
provide sufficient load paths for the bridges damaged by a
cable loss.
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Figure 16: Vertical displacement in the corroded truss girder scenario.
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Figure 17: Displacement of the girder in the chord loss scenarios: (a) axial displacement-load response obtained from the finite element
model; (b) vertical displacement-load response obtained from the finite element model.
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(a) (b)

(c) (d)

Figure 18: Collapse patterns of the bridge in different chord loss scenarios: (a) loss of chords A8-A9; (b) loss of chords A29-A30; (c) loss of
chords A44-A45; (d) loss of chords A59-A58.
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Figure 19: Displacement of the girder in the cable loss scenarios: (a) axial displacement-load response obtained from the finite element
model; (b) vertical displacement-load response obtained from the finite element model.
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5. Conclusions

An approach, taking into consideration a series-parallelload-
bearing system and alternative load paths, is proposed to
investigate collapsebehavior of cable-stayed bridge with steel
truss girders. .is approach revealsstructural load paths and
collapse behavior. .e load-bearing systems can also beused
to evaluate and determine the damage to cable-stayed bridge
and further improvetheir structural-performance design.
.e conclusions are drawn asfollows:

(1) A series-parallel load-bearing system of a cable-
stayedbridge is proposed to assess and determine
alternative load paths in damagedbridges and attain
structural ultimate bearing capacity.

(2) As a series bearing system, the loss of an individu-
alchord in truss girders has negligible effects on the
cable forces; thus, thetruss girder can bear most of
the load without required alternative loadingpaths.
Similarly, corrosion in truss girder has highly slight
effects on cableforces and vertical displacement in
the main beam. In contrast, as a parallelbearing
system, cables provides alternative paths to transfer
the load when forceschanged due to cable loss.

(3) After individual chord failure, a brittlecollapse of the
damaged bridge occurs, with a maximum displace-
ment of 40 mm alongthe longitudinal axis. .e series
bearing system of truss girders can transfer loadin
limited paths to other members in truss girder after
failure of individualchords. .us, additional bars
should be recommended to add into truss girdersto
create more alternative load paths at mid-span and
near pylon.

(4) Unlike the chord loss scenarios, the damaged-
bridges collapse after exhibiting significant defor-
mation in cable lossscenarios due to the fact that the
other cables absorbed loading; this effect ismore
pronounced when a long cable fails. As a parallel
bearing system, cablesprovide various alternative
paths to absorb loading if individual cables fail.For
cable-stayed bridges with steel truss girders, bearing
capacity in cablesis required to be twice dead and
live loads, which is less than 2.5 timesrecommended
in specification.

(a) (b)

(c)

Figure 20: Collapse patterns of the bridge in different cable loss scenarios: (a) loss of cable S9; (b) loss of cable M8; (c) loss of cable M13.

Table 5: .e collapse performance of the bridge in the cable loss
scenarios.

Failed members Node Load factor

Maximum
displacement

(mm)
Axial Vertical

S9 18 12.9 29 580
M8 90 13.1 21 960
M13 110 12.3 21 1150
A8-A9 14 7.9 40 434
A29-A30 54 12.0 5 31
A44-A45 86 5.1 -25 406
A59-A58′ 116 2.9 1 309
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A R T I C L E I N F O A B S T R A C T
Use of Nanofluids to Improve Heat Ex
Heat exchangers are widely used in a variety of thermal systems for a variety of industrial 
applications. The thermal efficiency, operational load, size, flexibility in operation, compatibility with 
working fluids, superior temperature and flow controls, and comparatively inexpensive capital and 
maintenance expenses all factor into the decision to use HEx. Heat exchanger heat transfer 
intensification can be achieved through passive, active, or combination methods. Nanofluids have 
lately been used as working fluids in heat exchangers. The performance of heat exchangers using 
various nanofluids is primarily determined by the thermophysical prop-erties of the fluids and their 
improvement. Researchers have made significant progress in understanding the peculiar behaviour 
of several nanofluids. The current paper examines and summarises recent developments in the use 
of nanofluids in various heat exchanger types, such as plate heat exchangers, double-pipe heat ex-
changers, shell and tube heat exchangers, and cross-flow heat exchangers. The findings revealed 
that nanof-luids with increased thermal conductivity, despite a significant drop in heat capacity and 
an increase in viscosity, improved the performance of several heat exchanger types. To correctly 
evaluate the total performance of any type of heat exchanger, a performance evaluation criterion 
that combines thermal improvement and increases pumping power is required. The problems and 
potential for future heat transfer and fluid flow research using nanofluids for various types of heat 
exchangers are reviewed and presented.
Keywords:
Nanofluids
Heat exchangers

Heat transfer intensification
Thermal performance
Pressure drop
changer... R. Kumar et al.451
1. Introduction

Nowadays, the rapid progress in thermal technologies for differ-
ent heat exchangers (HExs) applications, associated with power-sav-
ing and intensification of heat transfer, is a critical issue for scientists.
The heat transfer intensification (HTI) may be assorted to active, pas-
sive, or compound approaches based on the necessity of an external
power device such as a pump or fan [1�3]. The active techniques of
performance intensification may be accomplished either utilizing the
electrostatic fields, vibrate the surface or the working fluid, or supply-
ing nanofluids rather than conventional fluids [4�6]. However, the
passive approach uses coiled tubes with different geometries, swirl-
ing flow devices, processed, rough and extended surfaces, and utiliz-
ing phase-change or nanoparticles materials. In the compound
systems, two or more passive or active individual methods can be
employed synchronously to practically intensify the heat transfer
using a rough surface with twisted tapes [7,8]. One of the promising
active methods to enhance the heat transfer in HExs is modifying the
surface roughness [9,10]. The synthetic techniques of surface rough-
ness include sandpaper [11], erosion-corrosion [12], V-grooves [13]
and square rib [14,15]. The inference of height of the rough element,
size of rough elements, pitch to height ratio, etc., significantly impacts
the performance of HEx.

Utilizing conventional working fluids in different HExs is not ade-
quate to remove the required heat rate for various applications. Add-
ing nanoparticles (NPs) or phase-change materials into the base
working fluids such as gasses or liquids belong to passive
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Nomenclature

b corrugation depth (m)
cp specific heat capacity (J/m K)
Dsh shell diameter (mm)
dt tube diameter (mm)
De Dean number (�)
f friction factor (�)
h convective heat transfer coefficient (W/m2 K)
k thermal conductivity (W/m2K)
L plate length (m)
Lp port to port length (m)
_m mass flow rate (kg/s)
n number of turns (�)
NTU number of tranfer unit (�)
Nu Nusselt number (�)
pi vortex generator pitch (mm)
p pressure (N/m2)
Re Reynolds number (�)
U overall heat transfer coefficient (W/m2 K)
_V volume flow rate (Lit/min)
W plate width (m)

Subscripts
c coil
i inner
nf nanofluid
o outer
sh shell
t tube

Greek symbols
e effectivness (%)
u chevron angle (degree)
λ corrugation pitch (m)
g curvature ratio
r density (kg/m3)
d plate thickness (m)
f volume fraction of nanoparticles
m dynamic viscosity (Ns/m2)

Abxxbrxxeviaxxtions
DPHEx double-pipe heat exchanger
HEx heat exchanger
HTC heat transfer coefficient
MWCNT multi-walled carbon nanotubes
NPs nanoparticles
PEC performance evaluation criterion
PHEx plate heat exchanger
RSM response surface methodology
STHEx shell and tube heat exchanger
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intensification methods [16�18]. Nanofluids (NFs), as formed by dis-
persing nanoparticle (NPs) to conventional heat transfer fluids, i.e.,
base fluids (BF), have higher thermal conductivity compared and
high intensity of the thermal performance, should be employed to
achieve the thermal engineering requirements in various application
such as water desalination, heat storage, heat exchangers [19�24].
This is in return provides a very promising approach to increase the
energy efficiency in many applications at lower environmental
impacts [25]. One of the promising applications for the use of nano-
fluid is to harness renewable and sustainable energies, which are
usually characterized by being diffusive and diluted, hence energy
conversion enhancement present one of the major activates [26�28].
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The application of various NFs has an intensive potential for aug-
menting the heat transfer of HExs. Utilizing traditional working fluids
such as air or water has low thermal conductivities restricting the
heat transfer rates. The main parameters that influence the thermo-
physical properties of NFs and hence the thermal performncae of HEx
are the size of NPs and their morphology and concentration and other
parameters involved in the preparation of nanofluids such as the
aggregation of nanoparticles into the nanofluids and sonication and
agitation time [29�31], pH of nanofluids [32,33], adding surfactants
[34]. However, the stability of NPs in the base working fluid is a criti-
cal issue that impacts the rheological and the thermophysical proper-
ties of NFs. As well, for diverse applications of NFs, there are a
number of serious issues that should be taken into consideration
such as sedimentation, erosion, and fouling. Utilizing NFS in HExs as
working fluids is a promising solution to augment the thermal
performance, However, it increases the pressure drop through
the heat exchanger. Hence, the improvement of thermal perfor-
mance of HExs due to using NFs relative to the corresponding
pressure drop is investigated by studying the performance evalu-
ation criterion (PEC) [35,36].

Elevating conventional fluids' thermal conductivity by dispersing
NPs changes the thermophysical properties, leads to augmenting the
heat transfer rate. However, the increase in NPs volume fraction ’,
i.e., concentration, raises the viscosity of NF, resulting in higher pres-
sure drop and hence high pumping power [37�39]. Several studies
have been conducted to investigate the thermophysical properties of
different NFs to obtain higher thermal conductivity at lower viscosity
raise [40�43]. The heat transfer augmentation utilizing NFs in HExs
is due to the different generated forces [44]. Recently, the thermo-
physical properties of NFs can be determined using computer-aids
such as artificial neural networks [45�47], least squares support vec-
tor machines [48], genetic algorithm optimization [49,50], and
neuro-fuzzy models [51].

Qiu et al. have comprehensively reviewed the recent advances in
manufacturing NPs with different materials and thermophysical
properties measuring and modeling [31]. Mahian et al. reviewed the
synthesis, thermophysical properties, and applications of NFs [44].
The group studied the various generated forces due to dispersing
nanoparticles into the based fluids such as van der Waals, drag, lift,
Brownian, electrostatic forces, and thermophoretic. Afterward, the
physical models of the fluid flow and heat transfer of NFs in single-
and two-phase were introduced. The rheological behavior and the
thermophysical properties of different NFs, i.e., copper oxide CuO, sil-
icon dioxide SiO2, and aluminum oxide Al2O3 in ethylene glycol/
water (60/40%) were measured by Vajjha et al. [52].

The hybrid NFs are produced by dispersing NPs of two or more
material into a BF and result in higher thermophysical properties
than the NFs with a single nanoparticle material, i.e., mono NF
[53,54]. The hybrid NFs improve the heat transfer at a reduced pres-
sure drop by trading-off the advantages and disadvantages of single
NPs [55,56]. The detailed information on characterization, prepara-
tion, thermophysical properties, and stability of the hybrid NFs were
introduced by Kumar and Valan Arasu [57]. Munkhbayar et al. shown
that the thermal conductivity of the hybrid NF was lower than that of
mono NF due to the lack of collaboration between pair nanoparticles
[58]. Utilizing NFs in HExs as promizing working fluids are a prom-
ised solution for augeinting the heat transfer however it increase the
pressure drop through the heat exchanger.

The present study reviews and summarizes the recent implemen-
tations of utilizing NFs in different HExs types, including plate heat
exchangers (PHExs), double-pipe heat exchangers (DPHExs), shell
and tube heat exchangers (STHExs), and cross-flow heat exchangers
(CFHExs). The effect of NFs on the thermal efficiency and perfor-
mance along with pressure drop for each type of HEx is investigated.
Moreover, the thermophysical properties of nanoparticles (NPs) such
as thermal conductivity, density, heat capacity, and viscosity and
R. Kumar et al.2



Fig. 1. Plate heat exchanger (a) representational outline (b) corrugated plate [67],
reused with permission from Elsevier license number 5016670637890.
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their effect on the properties of NFs are addressed. The performance
evaluation criterion (PEC) that combines the improvement in heat
transfer effectiveness and raising the pumping power in HEx is inves-
tigated to evaluate the overall performance precisely. The challenges
and future work for the intensification of heat transfer and fluid flow
for different types of HExs utilizing NFs are thoroughly discussed and
presented.
2. Applications of nanofluids in heat exchangers

Due to the signficant improvement in the thermal conductivity,
the nanofluids are promized to enhance the heat transfer coefficients
in HEx. While, the suspensions of NPs in the base working fluids
impacts all thermophysical properties other than the thermal con-
ductivity (k) such as the thermal capacity (cp), density (r) and viscos-
ity (m) of NFs. So in this section, the effects of utilizing different
nanofluids with various thernphysical properties on a number of
heat exchangers i.e., plate heat exchangers (PHExs), double-pipe heat
exchangers (DPHExs), shell and tube heat exchangers (STHExs), and
cross-flow heat exchangers (CFHExs) will introduced.

2.1. Plate heat exchangers (PHExs)

The high thermal efficiency, operating at variable load, size com-
pactness, operation flexibility, compatibility with different working
fluids, better temperature control, and comparatively low
Fig. 2. Plate heat exchanger (a) modulated copper plate (b) heat exchanging unit
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maintenance cost are the main advantages of the plate heat exchang-
ers (PHExs) [59�62]. So, the PHExs are excessively utilized in differ-
ent cooling/heating applications such as pharmaceutical, chemical,
food industries, air-conditioning systems, etc. Passing the cold and
hot streams through the parallel channels in PHEx generates high
turbulence, thus intensify the heat transfer rate, and consequently, it
improves the HEx effectiveness [63�66]. The fundamental geometry
of PHExs and its configuration are illustrated in Fig. 1 [67].

Pantzali et al. explored the effect of the surface modulation on the
heat transfer of miniature PHEx using 4 vol.% of Cu/water NF as repre-
sented in Fig. 2 [68]. The results indicated that a lower NF flowrate
than that of water maintained a low-pressure drop and low-pumping
power. Sun et al. studied the flow characteristics and convective heat
transfer of PHEx using Fe2O3, Al2O3, and Cu/water at 0.1, 0.2, and
0.3 wt.% [69]. The results revealed that the convective HTC (h) was
enhanced compared with that of water, with Cu/water NF performing
better, while the stability of Al2O3/water NF was the best. Pandey and
Nema investigated the influence of Al2O3/water NF at 2, 3, and 4 vol.%
on the heat transfer, friction factor, and exergy loss for a counter-
flow PHE [70]. The experiments were carried out at flowrate ranges
of 2�5 Lit/min for the NF and water. The results revealed that for
Al2O3/water NF with 2 vol.% introduced the most effective heat trans-
fer and lowest exergy loss at 3.7 Lit/min as a results of its enhanced
thermophysical properties compared with water.

Taws et al. examined the effect of utilizing the CuO/water NF on
heat transfer and fluid flow of chevron type two-channel PHEx exper-
imentally [71]. The results indicated that the heat transfer of the CuO/
water NF with 2 vol.% concentration was higher than that for
4.65 vol.%. Similarly, Barzegarian et al. investigated the heat transfer
and pressure drop in a smooth brazed PHEx using TiO2/water NF
[72]. The results indicated heat transfer was enhanced by increasing
the Reynolds number Re and increasing the weight fraction of NPs.
The maximum overall heat transfer coefficient (U) enhancement
obtained were 2.2, 4.6, and 8.5%, for 3, 0.8, and 1.5 wt.%, respectively.
Moreover, the pressure drop through the HEx increased insignif-
icantly due to using NF compared with the considerable augmenta-
tion of U.

The heat transfer and pressure drop of PHEx using Al2O3 and
multi-wall carbon nanotubes (MWCNT)/water NFs were evaluated by
Huang et al. [73]. The experimental results concluded that as a result
of improver thermophysical properties of Al2O3 rather than that for
MWCNT, the heat transfer enhancement for the Al2O3/water NF was
[68], reused with permission from Elsevier license number 5016671006737.
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Fig. 3. Heat transfer coefficient (h) versus the pumping power (Pp) [74], reused with
permission from Elsevier license number 5016671200098.
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higher than that of MWCNT/water NF. Moreover, correlations for the
Nusselt number (Nu) and the friction factor (f) were proposed based
on the obtained results. Huang et al. tested the hybrid
Al2O3�MWCNT/water NF on the convective heat transfer coefficient
(h) and pumping power (Pp) of PHEx [74]. The results revealed that
(h) for the hybrid NF was slightly greater than the corresponding
value of Al2O3/water NF, contrary to the (Pp) as illustrated in Fig. 3.
Goodarzi et al. studied the influence of the covalent functional groups
such as cysteine and silver on the thermal properties of MWCNT/
water NF [75]. The water as BF, and MWCNT with Gum arabic (GA),
MWCNT with cysteine (Cys), and with silver (Ag) in water were
examined. The experimental results indicated that increasing the
(Re), Peclet number (Pe), and the ’ enhanced the heat transfer as well
as increased the pumping power compared to water.

The thermal efficiency as well as the pressure drop of PHEx
employing Al2O3/water NF considering the surface roughness were
examined experimentally by Attalla et al. [76]. The results showed
that the increase of the ’ enhanced the heat transfer rate, while it
increased the pressure drop in PHEx. Furthermore, increasing ’ in
the laminar flow region has a slight effect on the heat transfer
Fig. 4. Effectiveness ratio versus coolant flow rate for different NFs [78], re
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enhancement. On the other hand, Pantzali et al. investigated the
effectiveness of PHEx using different NFs, concluding that for indus-
trial HExs, high ’ and turbulent flowwere necessary, making the sub-
stitution of the conventional fluids by NFs impractical [77]. Tiwari
et al. studied the performance of PHEx using CeO2/, Al2O3/, TiO2/, and
SiO2/water at various ’ values and flow rates experimentally [78].
The results demonstrated that at low ’, the TiO2/ and CeO2/water NFs
maintained higher heat transfer, while at high ’, the Al2O3/ and SiO2/
water NFs were more efficient. The highest obtained overall HTC (U)
was for CeO2/water NF, followed by Al2O3/water, TiO2/water, and
lastly SiO2/water. Furthermore, at the optimum ’ value for each, the
maximum improvement of PHEx effectiveness was 13.5, 9.6, 7.9, and
5.0% for CeO2/, Al2O3/, TiO2/, and SiO2/water NFs, respectively as
shown in Fig. 4.

Barzegarian et al. experimentally investigated the effect of (Re) for
TiO2/water NF on the heat transfer augmentation and pressure drop
of a PHEx [79]. The results demonstrated that the maximum (h)
enhancement for TiO2/water NF at 0.3, 0.8, and 1.5 wt.% were 6.6,
13.5, and 23.7%, respectively. Meanwhile, the pressure drop increase
was negligible compared to the improvement in the heat transfer.
Similarly, Kabeel et al. studied the impact of ’ on the performance of
PHEx [80]. The results show a 13% heat transfer improvement at
4 vol.% compared to water, but at a 90% increase in pumping power,
as shown in Fig. 5. Summary of PHExs performance enhancement uti-
lizing different NF, and the main findings is listed in Table 1.
2.2. Double pipe heat exchangers (DPHExs)

The double-pipe heat exchanger (DPHEx) is considered as the
simplest HExs utilized for low heat duty in industrial applications,
simply consists of one tube inside another, i.e., concentric, with the
inner one is finned or plain [16,81,82]. One fluid passes through the
inner pipe, while the other fluid passes into the annulus space of the
two pipes. The counter-flow configuration helps to achieve the best
thermal performance, while parallel or concurrent flow is utilized for
application in which constant wall temperature is required. The
DPHEx has the advantages of simplicity, compactness, ease of
manufacturing, ease of maintenance, etc. [83�85].

Rennie et al. studied the DPHEx for parallel- and counter-flow
configurations, with the Wilson plot, was employed to evaluate the h
in inner and annulus tubes and the) [86]. The results indicated that
used with permission from Elsevier license number 5016671436964.
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Fig. 5. (a) Pumping power and (b) convective heat transfer coefficient (h) versus Reynolds number for different volume fractions [80], reused with permission from Elsevier license
number 5016680167876.
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the experimental and numerical results of the Nusselt number (Nu) in
the annulus for large coil were matched with a high deviation, while
this deviation is less for small scale HEx. Khedkar et al. studied the
impact of Al2O3/water NF on the heat transfer of DPHEx, showing an
increase h by about 16% at 3 vol.% [87]. The heat transfer characteris-
tics and friction of turbulent flow in DPHEx using Al2O3/ and TiO2/
water with a size of 13 nm and 27 nm, respectively, were investigated
experimentally by Pak and Cho [88]. The results concluded that a bet-
ter selection of particles with large size and better thermophysical
properties such as thermal conductivity improves the thermal perfor-
mance of the NF. Additionally, the viscosity increase of NFs resulted
in a 30% additional power consumption at a 3 vol.% NF.

The heat transfer and fluid flow performance using Cu/water NF at
different ’ values were investigated experimentally by Xuan and Li
[89]. The authors evaluated and correlated the h for the NF consider-
ing the micro-diffusion and -convection effects. Similarly, the heat
transfer and friction factor characteristic in a counter-flow DPHEx
using SiO₂/water NF were studied by Kassim and Lahij, obtaining the
maximum Nu was achieved at 0.3 vol.% [90]. The results Gnanavel
et al. improved the heat transfer in DPHEx using a twisted tape HEx
as a passive technique, as shown in Fig. 6 [91,92]. The numerical
results show that the thermal performance of NFs was larger than
unity and significantly higher than those of water. The thermal per-
formance for TiO2/water NF was the highest with 1.879 in the laminar
flow region, followed by BeO/, ZnO/, and CuO/water NFs at 1.795,
1.798, and 1.601, respectively.

The optimization and thermal performance of a mini HEx using a
hybrid NF containing tetra-methylammonium hydroxide (TMAH)
coated by magnetite (Fe3O4) NPs and gum arabic (GA) coated CNTs
were investigated numerically by Shahsavar et al. [93]. The results
indicated that low entropy generation with high heat transfer was
achieved at low Re values with a high ’ of CNT and Fe3O4. Utilizing
the objective functions, the optimum values of fCNT, fmagnetite, and Re
were 0.88%, 1.1%, and 500, respectively as illustrated in Fig. 7. Jafarzad
and Heyhat studied experimentally the injection of air bubbles into
NF flow inside the annulus of DPHEx in a vertical orientation as illus-
trated in Fig. 8 [94]. The authors evaluated the thermal performance,
exergy efficiency, and pressure drop of the proposed system. Addi-
tionally, a multi-objective optimization based on the artificial neural
network and the genetic algorithm was carried out to evaluate the
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best HEx performance according to its thermal performance and
exergy efficiency. The results indicated that the proposed combined
method increased the NF surface tension that responsible for creating
a stream of smaller air bubbles with high frequency, that improved
the performance rather than each method separately. Additionally,
the Air bubble injection reduced the pressure drop by 94%, where the
gas bubbles replaced the liquid momentum near the contact wall.
Consuming additional power to supply air flow was considered as
the fundamental reason for reducing the exergy efficiency in the pro-
posed system.

Bezaatpour and Goharkhah proposed a method to improve the
convective heat transfer in DPHEx and reduce the pressure drop
using NF exposed to an external magnetic field, inducing a swirling
flow [95]. The results revealed that applying an external magnetic
field intensified the heat transfer up to 320% with an inconsiderable
pressure drop increase, which was attributed to the generated swirl-
ing flow disrupted the thermal boundary layer and consequently
improved the inside flow mixing of the HEx, as shown in Fig. 9 Alter-
natively, Singh and Sarkar proposed a novel enhancing technique in a
DPHEx using wire coil turbulator and Al2O3�MgO/water hybrid NF
for turbulent flow [96]. The effect of coil configurations such as con-
verging (C), diverging (D), and conversing-diverging (C-D) types
were examined. The results indicated that the D-type of the wire coil
produced better hydrothermal performance compared with the other
types. The Nu of the hybrid NF using D-type, C-D type, and C-type
wire improved up to 84, 47, and 57%, respectively than that of HEx
using water without insert in a tube, while the corresponding values
of the friction factor (f) were 71, 68, and 46%, respectively. For all
types of coil inserts, the thermal performance factor due to using
hybrid NF was found more than unity.

Arjmandi and Pour studied the impact of employing combined
vortex generators and twisted tape turbulator with Al2O3/water NF
flowing through the inner tube of DPHEx as illustrated in Fig. 10 [97].
The response surface methodology (RSM) was employed to acquire
the combined vortex generator's optimum geometry and the twisted
tape turbulator. The pitches ratio, angle of vortex generator, annulus
Re were assessed. The numerical results indicated that increasing the
number of vortex generators, the vortex generator angle, and Re
improved the heat transfer. While, increasing the of vortex genera-
tors raised the pressure drop. Accordingly, the performance
R. Kumar et al.
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Fig. 6. Three-dimensional model of DPHEx with spring inserts [91], reused with per-
mission from Elsevier license number 5016680360745..
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evaluation criterion (PEC) and the overall performance of DPHEx
combined with vortex generator was enhanced. The optimal perfor-
mance of the HEx was maintained at pitch vortex generator ratio,
angle, and annulus Re of 0.18, 0.5235 (rad), and 20,000, respectively.
Poongavanam et al. analyzed the heat transfer and pressure drop in
the DPHEx, where the inner surface was modified rough surface [98].
The experimental results indicated that the roughened tube surface
had an appreciable effect on the HEx performance. The HTC of the
MWCNT/ethylene glycol at 0.6% was enhanced by about 115% at
0.04 kg/s mass flow rate. The summary of the DPHExs performance
enhancement with respect to different parameters such as the geom-
etry of HEx, material, size, ’ are presented in Table 2.

2.3. Shell and helically coiled tube heat exchangers (SHCTHExs)

The compact size and relatively high operating temperatures are
the main advantages of the shell and helically coiled tube HEx
Fig. 7. Overall heat transfer coefficient (U) versus Reynolds number (Re) with the effect for o
with permission from Elsevier license number 5016680952574.
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(SHCTHEx) than the conventional shell and tube HEx. The SHCTHEx
ensures a high turbulence flow intensity, so it magnifies the HTC as
compared to that for the straight tube HEx [99,100�102]. The
SHCTHEx is preferred for the medium and high heat duties [16]. The
flow of the working fluid into the helically coiled tube produces a
centrifugal force, thus generating a secondary flow that improves the
heat transfer characteristics; however, it elevates the pressure drop
compared to a straight tube [103�106]. Different technologies
employ the SHCTHEx, such as heat recovery processes, food process-
ing, refrigeration, air-conditioning systems, etc. [107�109].

Jamshidi et al. studied the intensification of heat transfer rate in
the SHCTHEx shown in Fig. 11 [110]. The Taguchi-method was uti-
lized to study the effect of the fluid flow and the geometrical parame-
ters on the thermal performance of the HEx. The optimum operating
and geometrical parameters were 0.0116 mm, 0.018 mm, 3 Lit/min,
and 3 Lit/min for the coil diameter, pitch, cold flowrate, and hot flow-
rate, respectively. The convective heat transfer and pressure drop of a
double-pipe HCTHEx for both laminar and turbulent flow using
Al2O3/water NF at different ’ were investigated by Wu et al. [111].
The results showed that increasing ’ from 0.78 to 7.04 wt.% improved
the heat transfer by 0.37 and 3.43% for laminar and turbulent flow,
respectively. Similarly, Kumar et al. studied the heat transfer and fric-
tion factor of a SHCTHEx employing NF of Al2O3/water at ’ of 0.1 -
0.8 vol.% [112]. The experimental results showed that the U, h, and
Nu number for the NF with 0.8 vol.% were enhanced by 24, 25, and
28%, respectively, however increasing the ’ raised the friction factor.

Srinivas and Venu Vinod studied the heat transfer of a SHCTHEx
utilizing CuO/water NF with different ’ of 0.3 � 2 wt.% experimen-
tally [113]. The results revealed that utilizing CuO/water NF enhanced
the heat transfer by increasing the Dean number (De) and ’. Kanna-
dasan et al. experimentally studied the heat transfer and pressure
drop of a SHCTHEx with different orientations utilizing CuO/water NF
with variable ’ [114]. The results indicated that increasing the De and
’ improved the Nu. Whereas increasing the ’ and decreasing the De
increased the friction factor (f) as illustrated in Fig. 12. Furthermore,
suggested correlations to compute the coil Nu were developed for
the turbulent fluid flow. Srinivas and Venu Vinod experimentally
investigated the heat transfer and effectiveness of a SHTHEx utilizing
CuO/water, Al2O3/water, and TiO2/water NFs at different ’ of 0.3 -
f (a) CNT concentration of 0.7 vol.% (b) magnetite concentration of 0.7 vol.% [93], reused

R. Kumar et al.



Fig. 8. Experimental setup of the proposed system [94], reused with permission from Elsevier license number 5016681103231.
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2 wt.% [115]. The results showed that regarding to the thermophysi-
cal properties of different NFs, the effectiveness of the SHTHEx
employing Al2O3/, CuO, and TiO2/water NF were increased by 30.37,
32.7, and 26.8%, respectively.

Elshazly et al. studied the performance of a horizontal SHCTHEx
utilizing a g-Al2O3/water NF [116]. During the study, the coil torsion
(pc/pDc) was varied from 0.0442 to 0.1348, and ’ up to 2 vol.%. The
experimental results showed that reducing the coil torsion enhanced
the heat transfer but raised the friction factor. Additionally, correla-
tions were developed based on the experimental results to compute
the average Nu, and friction factor. Fule et al. studied the heat transfer
performance of the SHCTHEx using CuO/water NF with variable ’ as
Fig. 9. Nusselt number (Nu) versus Reynold number (Re) at different magnetic field
intensities and volume fractions [95], reused with permission from Elsevier license
number 5016681342022.
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illustrated in Fig. 13 [117]. The experimental results revealed that
employing CuO/water NF at 0.1 and 0.5 vol.% enhanced h by 37.3%
and 77.7%, respectively. Additionally, increasing Re from 812 to 1895
improved increased h about 4.4 times.

Bhanvase et al. studied the performance of a SHCTHEx in the ver-
tical direction using polyaniline (PANI) nanofibers at ’ of 0.1 -
0.5 vol.% [118]. The experimental results revealed that the h for 0.1
and 0.5 vol.% PANI was enhanced by 10.52% and 69.62%, respectively.
Jamshidi et al. explored the performance and friction factor of
SHCTHEx utilizing Al2O3/water NF at ’ of 1 and 2 vol.% numerically
Fig. 10. Geometry details of the combined vortex generators and the twisted tape tur-
bulator [97], reused with permission from Elsevier license number 5016681495129..
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[119]. Taguchi-method was used to investigate the effect of geomet-
rical parameters and fluid flow behavior, as shown in Fig. 14. The
results indicated that the essential geometrical parameters were the
constant tube diameter and length of the helically coiled tube. More-
over, increasing the ’ and Re enhanced Nu, while increasing the fric-
tion factor. Similarly, Bahrehmand and Abbassi numerically studied
the heat transfer and pressure drop in a SHCTHEx using Al2O3/water
NF at ’ of 0.1 to 0.3 vol.% [120]. During the experiments, the Reynolds
number in coil (Rec) changed from 9000 to 36,000, while for the shell
(Resh) it varied from 600 to 2600. The results showed that the heat
transfer rate was enhanced, while the pressure drop was elevated at
higher ’. Additionally, the HEx effectiveness was enhanced by
increasing the diameters of coil and tube and increasing the ’,
whereas it reduced with increasing the mass flow rate.

Akbaridoust et al. studied numerically and experimentally the
heat transfer and pressure drop characteristics for a coiled tube with
different curvature ratios utilizing CuO/water NF [121]. The results
revealed that the increased coil curvature ratio, Re, and ’ enhanced
the h and the pressure drop. Furthermore, the heat transfer rate of
the helically coiled tube was greater as compared to the straight
tube. Moreover, the performance index of the helical coil was
enhanced with increasing the coil curvature ratio. Rakhsha et al.
investegated the thermal performance and pressure drop of through
a helically coiled tube in a horizontal direction utilizing CuO/water
NF at 0.1 vol.% [122]. The results showed an increased pressure drop
(Dp) and h by 16�17% and 14�16%, respectively.

Maghrabie et al. studied the effect of the inclination angle of a
SHCTHEx on its performance employing water and SiO2/ and Al2O3/
water NFs [123]. The results showed that changing the HEx orienta-
tion from horizontal to vertical positions enhanced the Nuc by 11%,
8.3%, and 7.5% for water, Al2O3/water, and SiO2/water NFs at ’ of
0.1 vol.%, respectively. Additionally, due to the suprior thermophysi-
cal properties of Al2O3 NPs, the HEx vertical orientation and Rec of
6000 for 0.1 vol.% Al2O3/water, the enhancements in Nuc and HEx
effectiveness (e) increased by 35.7% and 35.5%, respectively. While,
for 0.1 vol.% SiO2/water were 16.2% and 15.6%, respectively. Wang
et al. proposed an intelligent optimization design for a SHCTHEx uti-
lizing the genetic algorithm [124]. The results indicated that at the
optimal SHCTHEx structure, the heat transfer rate and flux were
increased by 101% and 110%, respectively.

Mirgolbabaei et al. assessed the effects of tube diameter, coil pitch,
and shell mass flow rate on hsh in SHCTHEx based on the fluid-to-
fluid HEx boundary conditions [125]. The results indicated that
increasing the coil pitch in the medium range decreased the h while
increasing it up to twice the tube diameter increased the h. Moreover,
the h decreased by elevating the tube diameter for the same coil
pitch. Wanga et al. proposed a new design of cylindrical SHCTHEx
with a finned tube, as shown in Fig. 15, and analyzed the effect of
shell mass flow rate and the fin geometry on exergy analysis [126].
The numerical results indicated that increasing the number and
height of fins, and shell mass flow rate improved the number of the
transfer unit (NTU) and the exergy loss. The exergy loss was found to
be only 23.4% of the heat transfer rate. Additionally, correlations to
identify the optimum values of the geometrical and operational
parameters of SHCTHEx with fins were presented. The thermal per-
formance and friction factor of horizontal SHCTHEx with segmental
baffles using g-Al2O3/water NF with sodium dodecylbenzene sulpho-
nate as a surfactant were studied by Barzegarian et al. [127]. The
experimental results revealed that using NF at ’ of 0.03, 0.14, and 0.3
vol% enhanced the Nu up to 9.7%, 20.9%, and 29.8%, respectively,
while U was improved by 5.4, 10.3, and 19.1%, respectively. Addition-
ally, the thermal performance factor was enhanced up to 6.5 and
18.9%, for 0.03 and 0.3 vol%, respectively.

Kumar et al. investigated experimentally the increase in heat
transfer and pressure drop of the SHCTHEx using Al2O3/water NF at
variable ’ [128]. The results indicated that the Nu for ’ of 0.1, 0.4, and
R. Kumar et al.



Fig. 11. Geometrical details of the SHCTHEx [110], reused with permission from Elsevier license number 5016690153179.

Fig. 12. Coil Nusselt number (Nu) versus Dean number (De) for (a) horizontal position (b) vertical position [114], reused with permission from Elsevier license number
5016690459229.

Fig. 13. Schematic of experimental setup proposed by [117], reused with permission
from Elsevier license number 5016690619277.
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0.8 vol.% was improved by 28, 36, and 56%, respectively. While the
pressure drop was raised by 4, 6, and 9%, respectively, at the same ’

values. The h, Nu, e, and entropy generation of SHCTHEx using the
three-dimensional analysis were investigated by Huminic et al. [129].
The ’ of CuO and TiO2 and mass flow rate were assessed numerically.
The results revealed the maximum values of e for CuO/water and
TiO2/water NFs at 2 vol.% were 91% and 80%, respectively. The impact
of utilizing different nanoparticles of Al2O3, CuO, SiO2, and ZnO with
different thermophysical properties at various ’ of 1 - 4 vol.% dis-
persed into different base fluids such as water, ethylene glycol, and
engine oil on the performance of the SHCTHEx was numerically
investigated by Narrein and Mohammed [130]. The results indicated
that the highest Nu obtained value was for CuO/water NF. Addition-
ally, the engine oil as base fluid with large viscosity had the highest
pressure drop (Dp) compared to water and ethylene glycol. Table 3
presents the correlations devloped to evaluate the Nu number for
coiled tube showing the range of applicable parameters and its error
in previous works are listed in. Additionally, the summary of the
thermal performance of SHCTHEx using different NFs are listed in
Table 4.
R. Kumar et al.0



Fig. 14. Effect of suspending Al2O3 NPs on (a) Nusselt number (Nu) and (b) friction factor (f) [119], reused with permission from Elsevier license number 5016690787667.

Fig. 15. The finned helical tube proposed byWanga et al. [126], reused with permission from Elsevier license number 5020220465594.
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2.4. Cross-flow heat exchangers (CFHExs)

Due to the manufacturing simplicity, possibly design, low mainte-
nance cost, the cross-flow heat exchangers (CFHExs) are extensively
Use of Nanofluids to Improve Heat Exchanger... 461
used in various industrial applications, e.g., petrochemical processes,
refrigeration and air conditioning applications, food processing and
storage, car radiators, etc. [134�136]. The CFHExs constitute flow
across a bundle of cylinders developing flow separation, boundary
R. Kumar et al.



Table 3
Correlations for estimating the coil Nusselt number in shell helically coiled tube heat exchangers SHCTHExs.

Ref. Correlation Range of parameters NF

Kannadasan et al. [114] For vertical orientation:
Nuc ¼ 1:5De0:827 þ ðd=DÞ0:0008’1:1694

For horizontal orientation:
Nuc ¼ 3:6De0:67 þ ðd=DÞ0:0009’1:004

1, 600 � De � 4, 000
0.1% � f � 0.2%

CuO/water

Elshazly et al. [116] Nuc = 0.01974Re0.928Pr1.302λ�0.04775f0.603 5, 702 � Re � 55, 101
0.1% � f � 0.2%
0.0442 � λ � 0.1348
1.92 � Pr � 3.9

g-Al2O3/water

Maghrabie et al. [123] For Al2O3/water NF:
Nuc = 0.0344Re0.681u0.0144f0.2567

For SiO2/water NF:
Nuc = 0.062Re0.596u0.0168f0.2522

1, 600 � Re � 4, 000
0.017 � u (rad.) � 1.571
0.005% � f � 0.02%

Al2O3/water
SiO2/water

Rakhsha et al. [122] Nuc = 0.061Re0.77Pr0.4(1 + f)0.22 10, 000 � Re � 90, 000
4 � Pr � 5
0% � f � 1%

CuO/water

Kahani et al. [131] For TiO2/water NF:
Nuc = 0.5He0.522Pr0.613f0.0815

For Al2O3/water NF:
Nuc = 0.7068He0.514Pr0.563f0.112

He ¼ De 1þ½ p
2pD

� �2�0:5

115.3 � He � 1311.4
5.89 � Pr � 8.95
0.25% � f � 1%

TiO2/water Al2O3/water

Hashemi and Akhavan-Behabadi [132] Nuc = 41.73Re0.346Pr0.286(1 + f)0.18 Re � 125
7 � Pr � 2050
0% � f � 2%

CuO/water

Mahdi et al. [133] Nuc = 0.0104De0.92Pr0.1.2(1 + f)�0.09 De � 2000
0.08% � f � 0.3%

Al2O3/water

NA: not applicable or value not directly available.
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layer, and vortex formation. The intensification of CFHEs is accom-
plished using fins on the tubes with different pitch ratios and geome-
tries as well as using a vortex generator or winglet to augment the
turbulence intensity [137,138]. Various fin configurations plain fin,
slit fin, fin with winglets, and crimped spiral, were investigated
experimentally and numerically as illustrated in Fig. 16 by Tang et al.
[139]. The performance of the air-side HEx with the above-men-
tioned configurations of fins was evaluated, and it was found that the
HEx with mixed fin had the best performance than that for a fin with
vortex generators.

Hussein et al. examined the heat transfer enhancement of car
radiators using SiO2/ and TiO2/water experimentally [140]. The
results showed that according to the thermophysical properties of
Table 4
Summary of previous studies of SHCTHEx using nanofluids.

Ref. Study Orientation Nanoparticles

Wu et al. [111] Exp. Horizontal double pipe Al2O3

Kumar et al. [112] Exp. Horizontal Al2O3

Kannadasan et al. [114] Exp. Vertical and horizontal CuO

Srinivas and Venu Vinod [115] Exp. Vertical Al2O3

CuO,
TiO2

Elshazly et al. [116] Exp. Horizontal g-Al2O3

Fule et al. [117] Exp. Vertical CuO

Bhanvase et al. [118] Exp. Vertical Poly aniline PAN

Bahrehmand et al. [120] Num. Vertical Al2O3

Akbaridoust et al. [121] Exp. and Num. Helically coiled tube CuO
Barzegarian et al. [127] Exp. Horizontal with

segmental baffles
g-Al2O3

Kumaret al. [128] Exp. Horizontal Al2O3

*Exp. = experimental, Num. = Numerical, ’ = volume fraction.
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each NF, the heat transfer of SiO2/ and TiO2/water NFs was enhanced
by 32% and 20%, respectively. Moreover, there was an insignificant
effect of ’ of SiO2/ and TiO2/water on the friction factor. Hussein et al.
[141] discussed the effect of using the SiO2/water NF on the convec-
tive heat transfer of car radiator at ’ of 1 - 2.5 vol.% both numerically
and experimentally. The results showed that the thermal perfor-
mance intensified with increasing the NF flow rate, ’, and inlet tem-
perature, as shown in Fig. 17, achieving the maximum heat transfer
enhancement of 46% with 2.5 vol.% SiO2/water NF.

Hussein et al. [142] examined the thermal performance of the
automotive cooling system using SiO2/ and TiO2/water at ’ of 1 -
2 vol.% experimentally. In addition, a statistical model for cooling
components based on the input and output parameters was
Size, nm ’ Heat exchanger dimensions

40 0.78 - 7.04 wt.% dt = 13.28 mm, Dsh = 44.4 mm, Dc =254 mm, n = 4.5,
p=34.5, L 3.591 m, Ret= 3019�4824

13 0.1 - 0.8 vol.% dt = 10.5 mm, Dsh = 124mm, Dc =93 mm, p=19 mm, Lt=
3.7 m, Ret= 5100 � 8700

10 - 15 0.1 and 0.2 vol.% dt = 9 mm, Dsh = 124 mm, Dc =93 mm, n = 13,
p=17 mm, Lsh= 370 mm, Det= 1600 - 4000

20�30 0.3 - 2 wt.% dt = 9.8 mm, Dsh = 275 mm, Dc =165 mm, n = 10,
p=32 mm, Lt= 6 m, _V t= 0.5 � 5 Lit/min40

10
40 0.5 - 2 vol.% Dc =131 mm, n = 10, p and Lt= variable, Ret= 5702 �

55,101
10 0.1 - 0.5 vol.% dt = 13 mm, n = 10, p=35 mm, Lt= 10 m, Ret= 812 �

1895
I < 100 0.1 - 0.5 vol.% dt = 13 mm, Dsh = 275 mm, Dc =290 mm, n = 10,

p=35 mm, Lt= 10 m, Ret= 812 � 1896
20 0.1 - 0.3 vol.% dt, 13 mm, Dsh = 80 mm, n = 19.25, p=20 mm, Lsh=

420 m, Ret= 9000 � 36,000, Resh= 600 � 2600
68 0.1 - 0.2 vol.% dt and n are variables, _V t= 0.1 � 2.5 Lit/min
15 0.03 - 0.3 vol.% dt =5 mm, Dsh = 71.4 mm, n = 48, Lt= 202 mm, Ret=

200� 1200
45 - 50 0.1 - 0.8 vol.% dt =12 mm, Dsh = 130 mm, n = 48, p=20 mm, Lt= 3.7 m,

Dc =95 mm, Ret= 9500 � 13,000
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Fig. 16. Heat exchanger with different fin configurations [139], reused with permission from Elsevier license number 5016691432059.
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developed. The experimental and the statistical results revealed
that the Nu strongly depended on the NFs flowrate, inlet temper-
ature and ’. Moreover, the maximum increase in Nu was 22.5%
and 11% for SiO2/ and TiO2/water NFs, respectively. Peyghambar-
zadeh et al. [143] investigated the convective heat transfer of
CFHEx as shown in Fig. 18, using Al2O3 in water and ethylene gly-
col (EG) as base fluids at ’ up to 1 vol.% experimentally. The
results showed that the highest Nu enhancement was 40% at the
best conditions for both Al2O3/water and Al2O3/ ethylene glycol
NFs.

Ray and Das studied the cooling of cross-flow, mixed (air)/
unmixed using Al2O3, CuO, and SiO2 in ethylene glycol/water (60EG/
40 W wt./wt.) mixture computationally [144]. The authors coded the
effectiveness-number of transfer unit method in MATLAB with vari-
able ’ of 1 � 6 vol.%. The results showed superior cooling perfor-
mance was obtained at 1 vol.% of NFs, the high inlet temperature of
the coolant, low turbulent flow for coolant-side (Re � 5, 500), and
high air-side (Re � 1000). Furthermore, the SiO2-based NF showed
the least performance gain, but could still reduce the pumping power.
Esfe et al. evaluated the thermal conductivity of ZnO/DWCNT hybrid
NF at ’ of 0.045 - 1.9 vol.% and at inlet temperature of 30 - 50 °C
experimentally [145]. The results showed that the thermal conduc-
tivity of the hybrid NF was enhanced by increasing the ’ and
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temperature of the NF. The maximum enhancement in thermal con-
ductivity of 24.9% was achieved at a temperature of 50 °C and ’ of
1.9%. An experimental study to evaluate the thermal performance of
car radiator using ZnO/water NF at ’ of 0.01 - 0.3 vol.% was carried
out by Ali et al. [146]. The results indicated that increasing the ’

enhanced the thermal performance, where at ’ of 0.2 vol.% the maxi-
mum enhancement of heat transfer was 46% as illustrated in Fig. 19.
3. Challenges and future work

Utilizing NFs is a promising practical solution for designing effec-
tive HExs, predominantly when the equipment volume is an essential
issue. The sole drawbacks of employing different NFs are its extensive
and possible instability. There are some challenges and future work
directions that have to be implemented to well assess the intensifica-
tion of heat transfer and the corresponding possible pressure drop
due to the use of NFs in various HExs for different engineering appli-
cation such as follow:

� Due to the higher cost of NF relative to BF, experiments should be
accomplished taking into consideration the techno-economic of
NFs to adjusted the best use of various NFs under different
R. Kumar et al.



Fig. 17. Nusselt number (Nu) versus Reynolds number (Re) for different inlet tempera-
ture (a) 60 °C (b) 70 °C (c) 80 °C [141], reused with permission from Elsevier license
number 5016700106544.

Fig. 18. Schematic of louvered aluminum fin and flat tube in cross-flow heat
exchanger [143], reused with permission from Elsevier license number
5016700267568.

Fig. 19. Heat transfer rate versus the coolant flow rate [146], reused with permission
from Elsevier license number 5016700485629.
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operating and geometrical conditions of HEx, material and size of
NPs, environments, and base fluid.

� Various examined NFs should be tested to assess the best mate-
rial of NPs for each particular application considering the heat
transfer rate, pressure drop, and exergy loss.

� The major challenge behind the applications of the NF in various
HExs is the selection of suitable nanomaterials with optimum
concentration, long term NF stability, manufacturing, and effec-
tive cost of NPsmaterial. It is required to determine the optimum
value of volume fraction ’ to obtain the best thermal perfor-
mance, lower pressure drop, and NF stability.

� The stability of NFs is a crucial issue, so maintaining the NF stabil-
ity requires proper NFs preparation and might require the addi-
tion of surfactant.

� Hybrid NFs of two different NPs materials with various shapes
and sizes may cause higher viscosity leading to a higher pressure
drop, increasing the pumping power. Accordingly, attention
must be paid to selecting the different materials for hybrid NFs.

� The suitable aspect ratio of nanomaterials pair in hybrid NFs must
be selected properly to improve the thermal path between NPs
and the synergistic effect, leading to a high heat transfer rate.

� Most of the published investigations were dedicated to water and
ethylene glycol as base fluids, while literature is limited concerning
other base fluids such as engine oil, silicone oil, refrigerants, etc.

� Heat transfer intensification in HExs based on the active methods
such as maintaining the rough surface needs a further precaution
to avoid the sedimentation and accumulation of NPs, leading to
the deterioration of thermophysical properties of NFs.

� The optimization criterion of HEx indicating the maximized heat
transfer rate and reduced cost is required when studying the
HExs. In addition, using various optimizing methods based on
numerical results, reliable correlations considering the design
and operating parameters are required to facilitate optimizing
different types of HExs.

4. Conclusions

As a rapid progress report in the applications, NFs for different
heat exchangers would be highly useful to the designers, researchers,
and engineers working in this critical area to understand the up-to-
date achieved efforts properly and identify the advances of utilizing
NF for HExs. With this aim, the current work comprehensively
reviews the thermal and fluid flow characteristics for different types
of HExs, considering the thermophysical properties of NFs, with the
following points concluded:

� The thermophysical properties of NFs were systematically inves-
tigated, emphasizing the common trends reported of increasing
R. Kumar et al.4
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the thermal conductivity, decreasing the heat capacity, increas-
ing the density, increasing the viscosity, and the possibility of
generating a non-Newtonian behavior.

� Utilizing NFs is a promising solution for designing an efficient
HEx, specifically when the equipment footprint is critical.

� The superior heat transfer performance of NFs is due to the gen-
eration of various forces such as lift, drag, electrostatic, Brownian,
van der Waals, and thermophoretic forces.

� Hybrid NFs introduce a better improvement in thermophysical
properties, particularly the thermal conductivity compared with
that for single/mono NF.

� The pressure drop and pumping power in HExs increased due to
the use of NF and increased with the increase of the concentra-
tion of NPs.

� Using different nanofluids with air bubble injection, rough surface,
etc., enhances additionally the effectiveness of heat exchange.

� Inducing swirling flow in a HExs using a magnetic field, twisted
tape turbulators, vortex generators, etc., is favorable for a small
size heat exchanger at low Reynolds numbers, and high volume
concentrations of nanofluid.
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ABSTRACT

The impact of fibre and wire mesh layers on the strength behaviour of flat and folded fly ash-
based geopolymer ferrocement panels is discussed in this research. Flexural strength, impact 
strength, ductility, stiffness, and cracking patterns are all observed behaviours. Concrete makes 
use of wastes such as fly ash discarded by industrial sectors in order to reduce CO2 emissions. 
In addition to two panels of each kind for the impact investigation, six panels (three flat and 
three folded) were cast using a fly ash-dependent geopolymer mortar with dimensions of 1000 
mm 400 mm 30 mm. After 24 hours of resting, heat curing was performed in a temperature-
controlled chamber at 75°C to 80°C for 24 hours. The number of wire mesh layers increased 
the flexural strength by 33%, but the ductility of the flat panels fell by 30%, according to the data.

1. Introduction

Ferrocement is a type of reinforced concrete with wire mesh
layers and/or small diameter rings, completely coated or
encapsulated in mortar. In 1940, the first ferrocement op-
eration of aircraft hangars, ships, and buildings was carried
out by Pier Luigi Nervy, Italy’s engineer, architect, and
builder. *is material is extremely durable, cost-effective,
and flexible. Geopolymer ferrocement panels have been
developed widely as a common building material in the past
decades because its manufacturing operation could mini-
mize carbon dioxide emissions by 80 percent relative to the
conventional Portland cement production. Davidovits [1]
formulated a concrete mixture geopolymer composite ma-
terial, which could be manufactured through incorporation
of a pozzolanic element and often alumina silicate from a
high alkaline solution. Fly ash, which is readily accessible

from coal power plants, has become an ideal primary
substance for alumina silicate. It also exhibits ceramic-like
properties, such as good fire resistance at high temperatures.
In addition to this, the advantages compared to OPC
concrete include resistance to acid attack, strong bonding
intensity, and higher corrosion resistance, as well as reduced
creep and shrinkage. Abdulla et al. [2] quantitatively illus-
trated the functioning and chemical reactivity of fly ash-
based geopolymer concrete.

Ferrocement is also an environmentally sustainable in-
novation that has outstanding special features like higher
tensile strength, increased durability, elevated cracking re-
sistance, fire resistance, and the capacity to withstand
massive deformation prior to actually collapsing. It also
proves to be an energy-efficient buildingmaterial. According
to ACI Committee 549 [3], ferrocement is a form of slender
wall of moderate thickness built using the hydraulic concrete
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mixture that is combined with wire mesh layers. Two es-
sential parameters are widely used in the characterization of
ferrocement, such as the volume fraction of reinforcement
and overall bonded reinforcement area per unit composite
length. Hexagonal wire mesh, welded wire mesh, woven wire
mesh, and three-dimensional mesh are the major categories
of wire mesh used in the construction sector. *e mesh can
be constructed using an appropriate metal or some other
products. *ickness varies from 25mm to 50mm. *e
updated ACI code allows the use of nonmetallic insulation
and fiber. Ferrocement finds its application in construction
sector, agriculture, water supply systems, etc.

Research suggests that in the scenario of earthquake
resistance buildings, this tends to be an outstanding com-
bination. Temuujin et al. [4] investigated experimentally the
formulation and characterization of geopolymer mortar
made of fly ash by altering the binding material as well as
aggregate proportion. Hardjito et al. [5] focused on the low
calcium fly ash-dependent geopolymermortar and its setting
duration.

Mahmood and Majeed [6] performed theoretical as well
as experimental investigations on the flexural behavior of
cement-based ferrocement panels. *e work explained the
impact of overall strength as well as ductility using varied
wire mesh materials. Rajendran and Soundarapandian [7]
addressed the theoretical research on the flexural behavior of
flat geopolymer ferrocement slabs.*e variables investigated
were wire mesh layers and the concentration of alkaline
solution. Rahman et al. [8] conducted a review on the be-
havior of polymer fiber as a substitute to metal wire mesh.
*eir study revealed that the utilization of fiber as the
ferrocement reinforcement is technologically feasible and
does not have any negative impact on flexural strength.

*e influence of curing temperature upon these flexural
characteristics of silica-based carbon-reinforced composites
was discussed (Tran et al.) [9]. Curing temperature in the
range of 70°C and 100°C was established as an optimum
temperature for obtaining a good flexural strength. Hago
et al. [10] experimentally studied the flexural strength of
optimal and service loaded ferrocement roof slab panels.

Nagan and Mohana [11] studied experimentally the
behavior of geopolymer ferrocement slabs subjected to
impact by varying the wire mesh layers and concluded that
an increase in the volume fraction of reinforcement in-
creases the impact strength. Murali et al. [12] performed an
investigation on the impact resistance and strength of fiber-
reinforced concrete, and the results indicated that the
concrete containing fiber gave the best performance under
impact loading. Kaliraj et al. [13] investigated the impact
strength of geopolymer ferrocement trough panels and
found that trough panels are stronger than flat panels.

Due to its high viscosity, a fresh fly ash-based geo-
polymer’s workability could be a major disadvantage. Xie
and Kayali [14] investigated the influence of superplasticizer
on the workability of fly ash-based geopolymers in Class F
and Class C. It found that superplasticizers based on pol-
ycarboxylates were successful for Class C fly ash, while
superplasticizers based on naphthalene were effective for
Class F fly ash.

*e primary purpose of this research is to establish an
environmentally friendly composite material for construc-
tion that can be employed as multipurpose building element
that incorporates industrial by-products by exploiting the
advantages of both geopolymer as well as ferrocement
technologies. Moreover, an attempt is made to study the
strength behavior of ferrocement panels under flexure and
impact by adjusting the wire mesh layers and integrating
fibers into the geopolymer matrix.

2. Materials and Methods

2.1. Specimen Geometry. *e geometry of the geopolymer
ferrocement (GF) panels used in the experimental investi-
gation is shown in Figure 1. *e panels had a constant
thickness of 30mm, and the description of the panels is
given in Table 1.

2.2. Materials. *e constituents of the geopolymer fer-
rocement are shown in Figure 2.

2.2.1. Geopolymer Mortar. Geopolymer mortar was ob-
tained by synthesizing the pozzolanic component with a
combination of activator solution. *e ingredients of the
freshly prepared concrete consist of fly ash, fine aggregate,
and the liquid alkaline activator. Low calcium fly ash (Class
F) confirming to IS 3812 (Part 1) [15] and ASTM C618-5
[16], acquired from Tuticorin thermal power plant, has been
used as a pozzolanic component, and the chemical prop-
erties of fly ash used are provided in Table 2. Specific gravity
as well as fineness of fly ash used is 2.32 and 390.40m2/kg,
respectively.

24 hours before application, an activator solution was
prepared using sodium hydroxide granules and sodium
silicate. *e amount of sodium hydroxide solids, including
the water used to generate sodium hydroxide solution of the
specified molarity was extracted in accordance to the
guidance provided in Perry’s Chemical Engineers’ Hand-
book [17].

River sand passing through 2.36mm IS sieve and
retained on 150 μ IS sieve of specific gravity 2.57 with a
fineness modulus of 2.89 adhering to Zone II of IS 383 [18]
was used as the fine aggregate. A water reduction admixture,
such as Fosroc Conplast SP430, a chloride free super-
plasticizing admixture based on selected sulphonated
naphthalene polymers, conforming to ASTM-C-494, Type
‘F’, and Type ‘A’, is employed to provide the required
workability. Table 3 shows the mix proportions and the
strength of the geopolymer mortar specimens.

2.2.2. Wire Mesh. Wire meshes made of steel were used as
prime mesh reinforcement. *e characteristics of the
resulting ferrocement component are influenced by the size
of the mesh, ductility, fabrication, and treatment of the mesh
used in the panel [19]. *is form of mesh is easily available,
affordable, and easy to handle. *is mesh is made up of cold
drawn wire that is normally twisted into hexagonal patterns.
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Hexagonal mesh including longitudinal wires may contain
unique designs. For this work, a galvanized sheet metal wire
mesh (termed as chicken wire mesh) with hexagon-shaped
grid was used as shown in Figure 2(d). *e wire separation
distance is 12.50mm c/c with a width of 0.72mm and of
about 20 gauges. *e steel mesh wire was kept in the optimal
position as shown in Figure 3, using a binding string prior to
inserting it into the panel mould. *e yield strength for
chicken wire is 310N/mm2. *e density fraction of the mesh
intensification was determined using the relationship as
follows:

Vr �
Nwr

hδr

. (1)

Here, ‘N’ signifies the number of mesh layer, ‘wr’ denotes
the reinforcement mesh weight, ‘h’ represents the element
thickness, and ‘δr’ denotes the reinforcement density.

2.2.3. Steel Fiber. Steel fiber was employed as a secondary
reinforcement material. Steel fiber in comparison to pro-
longed reinforcing bars is short and closely distributed. As a
result, additional reinforcing zones could be accomplished
by using a reinforcing steel bar grid. Additionally, steel fiber
helps in controlling the crack and enhancing the flexural
strength, rigidity, and elastic modulus. Crimped steel fiber of
length 10mm and thickness 0.4mm with an aspect ratio of
25 as shown in Figure 2(e) was used.

2.2.4. Skeletal Reinforcement. Skeletal reinforcement (Fig-
ure 3) was used on which chicken wire layers would be
placed.

2.2.5. Preparation of Geopolymer Mortar. Before mixing, all
material quantities were weighed according to the mix
design. Alkaline activator solutions (AAS) were made 24
hours ahead of time and allowed to cool to room temper-
ature before mixing and casting. With the aim of combining
the weighted materials, a pan mixer was employed. After 3
minutes of dry mixing (fly ash, sand, and fiber), alkaline
liquid was added to the combination. In addition, a
superplasticizer was added to the solution after being diluted
in extra water. *e wet mixing took another 4 minutes. It
was then poured into the moulds to make geopolymer
mortar specimens.

2.3. Specimen Casting and Curing. Steel moulds (Figure 4),
which are properly lubricated were used for flat as well as
folded panels. After setting the reinforcement in place, the
prepared geopolymer mortar was poured and compacted
well. A consistency test was performed using flow table
testing according to BS : EN 1015–3 [20]. Mortar cubes of
dimensions 70.6mm× 70.6mm× 70.6mm were also cast to
evaluate the characteristic stiffness of the geopolymer
mixture. After 24 hours, the panels were demoulded and
exposed to heat curing in a custom-designed heat curing
chamber (Figure 5) for 24 hours at 75°C to 80°C.

2.4. Experiment Methods

2.4.1. Compressive Strength Test. *e compressive strength
of geopolymer mortar cubes representing corresponding
mixes was done in accordance with IS 4031 (Part 6) [21] in a
compressive testing machine of 1000 kN capacity
(Figure 6(a)).

2.4.2. Ultrasonic Pulse Velocity Test. To check the quality
and homogeneity of the panels, an ultrasonic pulse velocity
test was carried out (Figure 7). *is test was conducted by
passing ultrasonic pulses through the panels and by mea-
suring the time taken by the pulse to get through the
structure. Higher velocities indicate good quality and con-
tinuity of the material, while lower velocities may indicate
that the panel have cracks or voids.

Table 1: Description of GF panels.

Description of the panels Panel ID

GF flat panel with single layer mesh GFP-FT-01-
OC

GF flat panel with double layer mesh GFP-FT-02-
OC

Fiber-reinforced GF flat panel with single layer
mesh

GFP-FR-FT-
OC

GF-folded panel with single layer mesh GFP-FD-01-
OC

GF-folded panel with double layer mesh GFP-FD-02-
OC

Fiber-reinforced GF-folded panel with single
layer mesh

GFP-FR-FD-
OC

a

1000

1000

400

400

30

30

*ALL DIMENSIONS ARE IN MM

b

Figure 1: Geometry of GF panels. (a) Flat panel. (b) Folded panel.
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2.4.3. Flexural Test. *e fabricated panels were tested in a
hydraulic power packed loading frame employing load cells
and 16 channel LVDT under two-point loading conditions.
While loading, the crack pattern obtained was also observed

and marked. Furthermore, the yield strength and corre-
sponding deflection were recorded.

*e flexure testing carried out on the flat panel is shown
in Figure 8.

Table 3: Mix proportions of the geopolymer mortar.

Mortar type Proportions Compressive strength (N/mm2), after 24 hours of curing at
75°C to 80°C

(A) Geopolymer mortar (GM)
Fly ash to fine aggregate ratio 1 :1

46.98

Alkaline activator to fly ash ratio 0.45
Sodium hydroxide (NaOH)
concentration 10 molarity

Sodium hydroxide to sodium
silicate ratio 1 :1.5

Superplasticizer Conplast SP430 1% of wt. of fly ash
(B) Fiber-reinforced geopolymer
mortar

GM+ steel fiber 0.50% of wt. of total
composite 49.44

(a) (b) (c)

(d) (e) (f )

Figure 2: Constituents of geopolymer ferrocement. (a) Fly ash. (b) Sodium hydroxide. (c) Sodium silicate. (d) Wire mesh. (e) Steel fiber.
(f ) River sand.

Table 2: Chemical compositions of low calcium fly ash.

Characteristics Composition by % weight Specifications as per IS 3812 : 2003
Aluminium dioxide (Al2O3) plus iron oxide (as Fe2O3) 35.99 Minimum 70Silicon oxide (as SiO2) 59.10
Magnesium oxide (as MgO) 1.29 —
Total sulphur as sulphur trioxide (SO3) 0.61 Max 3
Alkalis as sodium oxide (Na2O) 0.20 Max 1.5
Calcium oxide as CaO 2.25 Max 5
Loss on ignition 0.48 Max 5
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Flexure testing carried out on the folded panel is shown
in Figure 9.

2.4.4. Drop-Weight Impact Test. *e ability to absorb energy
referred to as ‘toughness’ is of importance in the case of
mesh-reinforced composites subjected to static, dynamic,
and fatigue loads.*e drop-weight impact test is a test meant
for evaluating the impact characteristics of concrete/cement
composites. *e impact test was conducted using a 4.5 kg
hammer, which was allowed to fall freely from a constant
height of 460mm through a guide at the center of the panel
as per ASTMD2794-93 [22]. Specimens were placed in their
position on a rigid platform. *e mass was then dropped

repeatedly, and the number of blows required to cause the
first crack was recorded for each panel. *e process was
continued until the crack propagated further and appeared
at the top surface of the specimen. At this point, the cor-
responding numbers of blows were noted. *e impact test
setup is shown in Figure 10.

3. Experimental Results and Analysis

3.1. Compressive Strength of the Geopolymer Mortar.
Figure 11 shows the compressive strength of fly ash-based
geopolymer mortar specimens in contrast to the control
specimens. *e geopolymer mortar comprised mostly of fly
ash has a maximum compressive strength of 46.98N/mm2,
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Figure 3: Geopolymer ferrocement panels with single and double layer wire mesh. (a) Flat panels. (b) Folded panels.
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which is 19% higher than the compressive strength of
control specimens. *is increase may be attributed to the
potential of the geopolymer in filling the pores, which
eventually results in a closely packed microstructure.
However, the specimens showed ductile behavior.

3.2. Flexural Strength of GF Panels. *e load and corre-
sponding deflection of GF panels are given in Table 4.
Moreover, the stiffness, ductility, and the amount of energy
absorbed are included.

*e obtained load-deflection variation for GF flat and
folded panels is shown in Figure 12.

*e volume, type, orientation, and inherent geometry of
the strengthening mesh are the factors affecting the ultimate
strength in relation to the position and the neutral axis. *e

strengthening properties consequently affect the ultimate
strength. Table 4 shows the rise in ultimate strength as the
number of wiremesh layers for flat and folded panels increases.

In flat geopolymer ferrocement panels, due to the in-
crease in the number of wire mesh layers, the flexural
strength has increased by 33%. However; there is a 30%
reduction in ductility. In the folded geopolymer ferrocement
panel, there is no considerable effect on the flexural strength
due to the increase in wire mesh layers. However, there is a
10% reduction in ductility.

Boosting the number of wire mesh layers has little impact
on cracking, ultimate load, deflection, stiffness, ductility, and
the level of energy absorption. *is is because the wire mesh
has been positioned in a zigzag plane to align the geometry of
the folded panel as seen in Figure 3(b). Moreover, it does not
complement the horizontal bending plane. However, the

(a) (b)

Figure 4: Fabrication and casting specimens. (a) Fabrication of reinforcement. (b) Casting specimens.

(a) (b)

Figure 5: Curing specimens. (a) Specimens under curing. (b) Temperature-controlled heat curing chamber.
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cracking sequence has been altered by creating extra consistent
cracks all along its span. As in the case of the portion, under
compression, the load-deflection and stress-strain correlation
for loading segments are defined by three phases (Kadhim

Sallal) [23], such as the elastic, elastic to plastic and plastic
stages. *e ending of the steeper linear part of the load-de-
flection curve correlates to the panel’s first crack. Until this
stage, no fracturing was noticed visually, although cracking was

Figure 7: Ultrasonic pulse velocity test.

Figure 8: Flexural test on the GF flat panel.

(a) (b)

Figure 6: Compressive strength test. (a) Compression test on a mortar cube. (b) Geopolymer mortar cubes.
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Figure 9: Flexural test on the GF folded panel.

(a) (b)

Figure 10: Drop-weight impact test on GF panels. (a) Test on flat panel. (b) Test on folded panel.

60

50

40

30

20

10Co
m

pr
es

siv
e S

tr
en

gt
h 

(N
/m

m
2 )

0
Control Mix Fly ash based Geopolymer

mortar mix

Cube Specimen

39.48

46.98

Compressive Strength of Mortar Cubes

Figure 11: Compressive strength of the geopolymer mortar.
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always observed shortly after the load. In the second section of
the curve (elastic to plastic level), multiple cracks are noticed
and the steel stress is lower than the yield strain. At this point,
as the steel quality increases, the distance and slope also in-
crease. Steel yielding marks the conclusion of this stage and the
beginning of the plastic stage.

With regard to fiber-reinforced GF panels, folded panels
prove to be 3 times stiffer than the flat panels of wire mesh.
In fiber-reinforced folded panels of single layer mesh, the
crackings as well as ultimate load have increased by 35% and
10%. *e ultimate deflection and ductility, on the other
hand, have decreased by 26% and 30%, respectively, com-
pared to the folded panels of a single and double layer mesh.
In addition to this, the crack propagation and ultimate loads
of fiber-reinforced folded panels were found to be 3.13 and
4.8 times greater than those of flat panels.

*e cracking behavior of the ferrocement is explored by
the observation of the number of cracks at the very first
cracking and the aspects that induced their failure. Con-
sequently, no observational results are available to trigger or
validate the calculations for crack width estimation. Re-
cently, there have been tests in relation to the variables
known to calculate the crack width.

*e cracking characteristics of flat as well as folded
panels’ geopolymer ferrocement could be seen in Figure 13.

Due to the weak compression field, preterm compression
degradation was observed in flat panels having a single layer
mesh at the upper end of the panel. However, the sequence
of cracks was altered by increasing the number of wire mesh
layers twice and by arranging the mesh far from the neutral
axis. As a result, few other cracks occurred in the panel until
it failed. Furthermore, as the fiber was inserted, consistent
cracks were noticed across the length of the structure, and a
desirable compression failure occurred at the final phase.
Doubling the number of wire meshes resulted in a desirable
compression failure in folded panels at the ultimate phase.
*is, however, did not influence the strength of the panel.
Nevertheless, when the fiber is incorporated, the ultimate
load improves significantly and the deflection at the ultimate
phase reduces.

3.3. Impact Strength of GF Panels. *e total energy absorbed
by the GF panels when struck by a hard impactor depends on
the local energy absorbed in the contact zone as well as by the
impactor. *e impact energy absorption can be obtained by
using the following formula [11,12]:

Table 4: Load, deflection, and flexural strength of GF panels.

Panel ID
Cracking Ultimate

Stiffness (N/mm) Ductility Energy absorption (joule)
Load (kN) Deflection (mm) Load (kN) Deflection (mm)

GFP-FT-01-OC 1.70 3.20 2.70 7.70 350.65 2.41 13.20
GFP-FT-02-OC 2.10 3.50 3.10 5.90 525.42 1.69 10.60
GFP-FR-FT-OC 2.30 3.70 2.90 6.30 460.32 1.70 11.40
GFP-FD-01-OC 5.30 4.70 12.60 15.00 840.00 3.19 105.50
GFP-FD-02-OC 4.60 5.10 13.00 14.90 872.48 2.92 104.00
GFP-FR-FD-OC 7.20 4.90 13.90 11.00 1263.64 2.25 88.00
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Figure 12: Load-deflection of GF panels. (a) Flat panels. (b) Folded panels.
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Impact energy absorption, E� (N.m.v2)/2, where, the
mass of the hammer, m� w/g; w �weight of the hammer;
g � acceleration due to gravity; and impact velocity, v � g.t.

Height of fall, h� (g.t)2/2.
Time required for the hammer to fall from a height of h,

t
2

�
2h

g
.

Therefore, E �
N.w/g · (g.t)

2
 

2

�
N.w.g.t

2
 

2
�

N.w.g.(2h/g)

2

� N(w.h),

(2)

where E� energy in joules; w �weight in Newton; h� drop
height in meter; and N� blows in numbers.

*e ratio of energy absorbed at the failure of specimens
to the energy absorbed at the initiation of the first crack is
defined as the ‘residual impact strength ratio’ (Irs). *e
impact resistance, energy absorption, and residual impact
strength ratio of GF panels at first crack and at ultimate are
presented in Table 5, and the variation is shown in Figures 14
and 15.

3.3.1. Cracking Behavior of GF Panels due to Impact.
From the impact test, the number of blows required to
initiate the first crack was determined by visual obser-
vation, and the ultimate failure was determined based on
the number of blows required for the crack to propagate to
the sides of the panels. *e impact energy absorbed by the
GF panels was computed based on the number of blows
required to cause the ultimate failure. *e impact energy
per blow as seen in Figure 14 shows the cracking behavior
of GF flat and folded panels due to the impact load.

Moreover, the ultimate crack resistance generally in-
creases with an increase in the volume fraction of rein-
forcement of the panels.*ismay be due to its higher ductility
and lesser susceptibility to embrittlement of reinforcement. It
is also observed that the failure pattern of the specimens
exhibited localized failure at the point of contact of the drop
weight. It is also noticed that no fragments detached from the
specimens because various layers of the mesh reinforcement
helped to hold different fragments together.

It can thus be inferred that the meshes used as rein-
forcement play a major role in not only improving the
impact energy absorption, but also retaining/holding various
fragments together. All panels failed due to spalling at the
top face and scabbing at the bottom face. It is also observed
that the crack patterns of all panels were similar. *e failure
pattern of GF panels is shown in Figure 16.

Table 5: Impact resistance, impact energy absorption, and residual impact strength of GF panels.

Panel ID
Impact resistance (no. of blows) Impact energy

absorption (joules) Residual impact strength ratio (Irs)
Cracking Ultimate % increase Cracking Ultimate

GFP-FT-01-OC 4 12 2 77.69 233.08 3.00
GFP-FT-02-OC 6 16 1.6 116.54 310.78 2.66
GFP-FD-01-OC 20 132 5.6 388.47 2563.94 5.17
GFP-FD-02-OC 28 145 4.2 543.86 2816.45 6.60

(a) (b)

Figure 13: Cracking behavior of GF panels under flexure. (a) Flat panels. (b) Folded panels.
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Figure 16: Cracking behavior of GF panels under impact. (a) GF flat panels. (b) GF folded panels.
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Figure 14: Energy absorption of GF panels under impact load.
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4. Conclusions

Based on the experimental test results of the geopolymer flat and folded ferrocement panels, the following conclusions 
are drawn:

(1) In flat geopolymer ferrocement panels, by increasing the number of wire mesh layers, the flexural strength increases 
by 33% and the ductility reduces by 30%. In the folded geopolymer ferrocement panel, increasing the wire mesh 
layer has no considerable effect on the flexural strength. However, the ductility reduces by 10%.

(2) The flexural strength of the folded geopolymer fer-rocement panel is three times more than that of the flat 
panels. Moreover, the ductility of folded panels with single layer mesh and the fiber-reinforced panel increases by 
32%. It is also observed that the ductility of the panel with double layer mesh is 73% more than that of flat panels.

(3) In terms of cracking and ultimate load, flat and folded geopolymer ferrocement panels with double layer 
wire mesh and fiber-reinforced panels with single layer mesh behave similarly.

(4) When compared to the flat geopolymer ferrocement panels, the impact strength of the folded panels 
increased by 90%, and the energy absorbed at failure due to the impact is directly proportional to the volume 
of the reinforcement provided in the panels.

(5) Due to the higher volume fraction of reinforcement, the failure pattern in the tested panels due to impact is found 
to be punching shear.
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1. Introduction

Since the operation of Beijing-Tianjin intercity high speed
railway in 2008, Chinese rapid transit railway has made a
rapid development and remarkable achievement [1]. Bal-
lastless track has become the main structural type of rapid
transit railway because of its good stability and less main-
tenance. By the end of April 2021, the total mileage of rapid
transit railway has reached about 38,000 kilometers in China
[2, 3]. As the most widely used type of ballastless track, the
CRTS (Chinese Railway Track System) I bi-block ballastless
track has been applied onmore than 44 rapid transit railways

such as Wuhan-Guangzhou, Xi’an-Chengdu, and Lanzhou-
Xinjiang lines [4]. According to the difference of structures
built on the subgrade, bridge, and tunnel, the CRTS I bi-
block ballastless track can be divided into three types. (e
schematic diagram of CRTS I bi-block ballastless track in
tunnel is shown in Figure 1, which consists of rail, fastener,
sleeper, track slab, and tunnel foundation [5]. However, the
ballastless track, as the basis for rapid transit railway, is
directly exposed to the atmosphere and eroded by the
complex environment factors. (ese influencing factors
make the component materials of the ballastless track in a
continuous deterioration process [6–8]. (rough the field
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ABSTRACT

For bi-block ballastless track systems consisting of foundation, precast sleepers, and cast-in-place track slab, drying-induced 
cracks are a significant issue that not only impacts the comfort and safety of rapid transit railways but also limits the service 
life of ballastless track. This paper proposes an evolution model of relative humidity (RH) in the CRTS I bi-block ballastless 
track system, which takes into account the actual construction sequence and ambient variables to simulate crack propagation 
caused by a nonuniform RH field. First, a three-step RH transfer process is designed based on the node coupling technique to 
investigate the influence of the construction sequence on the early humidity field in the foundation, sleepers, and cast-in-place 
track slab separately, and then the nonuniform distribution of the early humidity field in the ballastless track system is 
determined.
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investigation, it is found that the early cracks are more likely
to occur on the surface of track slab due to the bad con-
struction and inadequate design, and then these cracks
would rapidly develop into obvious water diseases in
abundant rain or poor drainage areas, as shown in
Figures 2(c) and 2(d).

(e bi-block ballastless track has large contact area with
the external environment, and thus the transport of moisture
from concrete to environment is significantly affected by the
environmental humidity. After concreting the track slab, the
hydration of concrete materials will lead to the overall de-
crease of relative humidity inside the structure. (en, the
higher humidity diffuses from track slab to sleepers and
ambient dry air, as shown in Figure 2(b). Due to the slow
transport rate of moisture in concrete materials, the non-
linear humidity gradient is formed in the ballastless track by
the difference of low surface humidity and high internal
humidity. On account of the wetting expansion and drying
contraction of concrete materials, the shrinkage deformation
and stress will occur under the nonlinear humidity gradient.
Once the stress is greater than the ultimate tensile strength of
concrete, the early cracks will form in the structure, as shown
in Figure 2(c).

Figure 3 shows the distribution of early cracks on the
track slab of bi-block ballastless track, which was discovered
during the investigation of a new bi-block ballastless track.
Combined with existing reports [9], the characteristics of
cracks on the track slab of bi-block ballastless track can be
described as follows: (1) the majority of cracks occurred at
the age of 2∼3 days or 2 months after the initial setting of
track slab; (2) the splayed crack first appeared at the corner
of sleeper, and its initial angle is about 40°; (3) the crack angle
decreases with the propagation of crack and gradually tends
to 0°; (4) the cracks at corner of adjacent sleepers would be
coalesced and finally form a transverse through-wall crack in
the track slab. Currently, the formation mechanism of early
drying-induced cracks on the track slab is not clear.

In view of the causes of early cracks in the ballastless
track, Wang [9] firstly conducted a statistical analysis of the
early crack characteristics on the track slab under con-
struction and pointed out that the temperature and drying
shrinkage deformation could be the main reasons for the
early cracks. Over the next decade, the related researches
[10, 11] mainly focus on the strength and stability caused by
temperature load and seldom consider the influence of

shrinkage deformation resulting from internal relative hu-
midity. Based on the heat-moisture-deformation coupling
analysis, Chen [12] found that the shrinkage deformation of
concrete with a 1% drop in humidity is equivalent to a 2°C
drop in temperature. (e research results of Li et al. [4] and
Yang et al. [6] indicate that the maximum humidity gradient
on the surface of the concrete in a dry environment is dozens
of times the temperature gradient. (at is, the drying
shrinkage deformation is much greater than the temperature
deformation. Han et al. [13] believe that the contribution of
drying shrinkage deformation to early crack can reach 80%.
In the control of early-age cracks of track slab, the addition
of anticrack steel bars can reduce the early splayed cracks,
while the film-forming moisture curing can effectively re-
duce the irregular cracks [14]. (e crack resistance test of
concrete slab indicates that adding the 6% TK-ICM anti-
crack materials in cementitious materials can maintain the
internal humidity of concrete for a long time and reduce the
risk of cracking [15].

As a main component material of ballastless track, the
influence of water on concrete is first reflected in its internal
moisture distribution. At present, the moisture transfer
model based on Fick’s law is widely used to describe the
moisture exchange between concrete and environment [16].
Liu et al. [17] used the finite difference method to conduct
the concrete humidity. By programming the finite element
program, Akika et al. [18] analyzed the humidity field of
solid structure with a simplified boundary. In the aspect of
experimental research, Parrott [19] fitted the formula for
calculating the humidity field in a unilateral drying condi-
tion based on experimental data. Combining the theoretical
and test results, Gao [20] proposed a calculation model for
the concrete humidity field under dry-wet cycles. For the
problem of humidity distribution in complex environment,
Wang et al. [21] qualitatively analyzed the problem of pa-
rameter values affecting the calculation accuracy of humidity
field. Subsequently, Gao and Wei [22] put forward the
quantitative analysis method of humidity gradient in con-
crete slab by comprehensively considering the influencing
factors such as water/cement ratio, ambient air humidity,
and moisture diffusion property of concrete material. To
predict the relative humidity of early-age concrete under
sealed and unsealed conditions, the models for early-age
relative humidity are proposed in consideration of water/
cement ratio, critical time, and age of concrete [23]. In view

Track slab

Sleeper Sleeper

Rail CN60

WJ-7 fastener

Foundation

Figure 1: Diagram of CRTS I bi-block ballastless track in tunnel.
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of the disadvantages of the complex numerical calculation
method of humidity field which is not conducive to engi-
neering application, Wang et al. [24] proposed a conven-
tional method to calculate the concrete humidity field based
on the temperature field module by comparing the differ-
ential equation, initial and boundary conditions of the
temperature, and humidity fields. Although the scholars
have studied the distribution characteristics of humidity
field in concrete materials, these research results can neither
consider the influence of construction characteristics of
ballastless track on humidity field nor satisfy the complex
humidity environment acting on ballastless track. Up to
now, there are few reports on the research of early humidity
field of ballastless track. To realize the early humidity
analysis of the bi-block ballastless track, the following ob-
stacles need to be resolved firstly: (1) after concreting the
track slab, the three separated layers of bi-block ballastless

track bond to adjacent layers, (2) affected by the con-
struction sequence, the initial humidity field of each layer is
inconsistent, and (3) the initial humidity conditions of
sleepers and foundation are unknown. (erefore, the early
humidity prediction presents a considerable challenge when
construction sequence is taken into consideration.

In this paper, a finite element computational model of
humidity distribution in ballastless track was established by
introducing the complex environmental influence and
construction process. Based on the node coupling technique,
a three-step calculation process including one steady-state
and two transient analyses was designed to realize the in-
fluence of the construction sequence on the early humidity
field. (en according to the construction sequence, the early
humidity field of each layer of bi-block ballastless track was
analyzed, and the effects of controlling parameters related to
external ambient air drying, internal hydration self-

(a)

sleeper

cast-in-place 
track slab

(b)

transverse crack

splayed crack

(c)

oozing slurry

(d)

Figure 2: State of bi-block ballastless track at different stages. (a) Accurately adjusted and positioned sleepers [4]. (b) Cast-in-place track
slab. (c) Early cracks. (d) Oozing slurry.
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39°38°
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Figure 3: Distribution of cracks on the surface of track slab. (a) Initial crack. (b) Crack coalescence.
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desiccation, and local wetting time on early humidity dis-
tribution in ballastless track were analyzed. (e distribution
characteristics and development law of early humidity field
of bi-block ballastless track were defined. Moreover, the
formation mechanism of shrinkage crack was analyzed on
the basis of strength theory, and the crack propagation path
was predicted by using the mixed-mode fracture criterion.
(e research results can provide theoretical basis for opti-
mizing track structure design and improving track con-
struction technology.

2. Computational Model of Humidity
Field in Concrete

In the complex environment, the internal relative humidity
field of the ballastless track is in a state of dynamic equi-
librium under the combined action of wetting on the bot-
tom, moisture exchange between the exposed surface and
the ambient air, internal moisture diffusion from high hu-
midity region to low humidity region, and self-desiccation
due to hydration of cement. To serve the practical analysis of
the ballastless track, here the computational theory of hu-
midity field is firstly reviewed.

Assuming that the RH at the position (x, y, z) and time t
is H(x, y, z, t), the moisture change within a closed domain
Ω caused by the RH variation from H(x, y, z, t1) to
H(x, y, z, t2) is

Q1 � 
t2

t1

C
Ω

zH

zt
dV

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦dt. (1)

Considering the effect of self-desiccation of material, the
moisture change from time t1 to t2 is

Q2 � − 
t2

t1

C
Ω

G(x, y, z, t)dV
⎡⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎦dt, (2)

where G(x, y, z, t) is the function of hydration self-desic-
cation of material, and the relationship between the hy-
dration self-desiccation and the water-cement ratio w/c can
be described as follows [24]:

G(t) �
0.002 · exp[− (w/c)/0.3068]

(1 + 0.43t)
1.2 . (3)

(e moisture in the structure will diffuse from high
humidity region to low humidity region under the action of
humidity gradient, and the moisture diffused through a tiny
surface is proportional to the time dt, surface area dA, and
humidity gradient along the surface normal direction; that
is,

dQ3 � − D(x, y, z, t)
zH

zn
dAdt, (4)

where zH/zn is the change rate of humidity along the
normal direction of surface andD(x, y, z, t) is the coefficient
of moisture diffusion which is a function of the internal RH
[22]:

D(H) � D1 α +
1 − α

1 + 1 − H/1 − Hc( 
β

⎡⎣ ⎤⎦. (5)

In equation (5), D1 is the maximum moisture diffusion
coefficient, α is the ratio of minimum to maximummoisture
diffusion coefficient, Hc is the relative humidity when
D(H) � 0.5D1, and β is the material constant.

(erefore, the total amount of water diffused through the
closed surface from time t1 to t2 can be written as

Q3 � 
t2

t1

C
Ω

D∇2HdV
⎡⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎦dt. (6)

According to the law of conservation of mass,
Q1 �Q2 +Q3, we have


t2

t1

C
Ω

zH

zt
dV

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦dt � − 

t2

t1

C
Ω

G(x, y, z, t)dV
⎡⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎦dt + 
t2

t1

C
Ω

D∇2HdV
⎡⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎦dt. (7)

(e humidity boundary condition for the ballastless
track can be divided into the following two categories.

(1) (e humidity on the material surface is a known
function related to time; that is,

Hm � H(t). (8)

(2) (e moisture exchange coefficient between the ex-
posed surface and ambient air is known; then,

− D
zH

zn
� am Hm − Hs( , (9)

where Hs is the RH of the ambient air, Hm is the RH of the
exposed surface, and am is the moisture exchange coefficient.

In order to verify the correctness of the computation
model of concrete early humidity field, a concrete specimen
from casting to curing stage is considered, as shown in
Figure 4. A serial of monitoring points A, B, C, D, and E were
set in the calculation model, and the corresponding distance
to the upper surface is 2, 8, 15, 25, and 28 cm, respectively.
(e calculation conditions were set as follows: within 28 days
after casting the concrete specimen, the upper surface of
specimen is exposed to the ambient air with a RH of 65%.
After this, the bottom is in contact with water directly.
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Furthermore, both the left and right sides of the concrete
specimen keep isolated from the ambient air. Using ANSYS
Workbench 18.0, the concrete specimen is discretized by 900
elements. (e resulting humidity distribution in the speci-
men is shown in Figures 5 and 6.

As can be seen from Figure 5, since the monitoring
point A is close to the upper surface and greatly affected by
the dry ambient air, the relative humidity declines rapidly
over time. For the deeper monitoring point B and below,
due to the slow rate of moisture diffusion in the concrete
material, the declining rate and amplitude of humidity are
significantly smaller than those at monitoring point A, and
the humidity reduction is mainly caused by the hydration
self-desiccation. At the age of 28 days, the specimen bottom
is beginning to contact with the water directly, and the
relative humidity of monitoring points adjacent to the
bottom increases to a different degree. Due to the fast rate
of capillary water absorption, the relative humidity at
monitoring point E increases rapidly, while the relative
humidity at monitoring point D increases with a delay
amplitude and slow rate but still shows a rising trend. From
Figures 6 and 7, it can be seen that, under the combined
action of upper drying air, bottom wetting environment,
and internal hydration self-desiccation, the moisture var-
iation in the concrete specimen can be divided into three
regions along depth: (1) the influence area of the ambient
drying air is about 8 cm away from the upper surface; (2)
the influence area of the wetting environment is within
7.5 cm from the bottom; (3) the influence area of hydration
self-desiccation is the intermediate region with a uniform
humidity distribution. In addition, the numerical calcu-
lation value of relative humidity is in good agreement with
the test result, so it can be considered that the transient
calculation model of humidity field established in this
paper can be used to predict the humidity distribution of
ballastless track under the complex environment.

3. Early Humidity Field Calculation Model and
Process of Ballastless Track

3.1. Calculation Model. In this paper, the CRTS I bi-block
ballastless track in tunnel is focused on to establish the humidity
field calculation model, as shown in Figure 8. (e model
consists of bi-block sleepers (800mm× 140mm× 300mm),
track slab (2800mm× 260mm× 6250mm), and foundation
(5800mm× 2000mm× 6250mm).(e correspondingmaterial
parameters are shown in Table 1 [20, 22, 25]. In order to solve
the unsteady moisture diffusion problem, the internal moisture
source with negative value is used to control the hydration self-
desiccation of early-age concrete, as shown in equation (3).
Meanwhile, the convective moisture flux is applied on the
exterior boundaries of ballastless track to realize the moisture
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Figure 4: Early humidity field calculation model of concrete
specimen (w/c� 0.4).
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exchange between exterior boundaries and ambient air. (e
external ambient relative humidity is set to be 65%, and the
moisture transfer coefficient am is listed in Table 1. In addition,
the wet boundary is specified as constant relative humidity of
100%.

3.2. Calculation Process. CRTS I bi-block ballastless track
is a kind of track structure which is one-time cast-in-
place after assembling the prefabricated bi-block sleepers
into track panels. It is important to notice that the three
separated layers of bi-block ballastless track will be
bonded to adjacent layer after concreting the track slab.
Meanwhile, the initial humidity conditions of three layers
are nonuniform and inconsistent. In order to overcome
the above technical obstacles, based on the node coupling
technique, the three-step calculation process including
one steady-state and two transient analyses was designed
to realize the influence of the construction sequence on
the early humidity field, as shown in Figure 9.

(1) Step 1: Under the long-term action of groundwater
infiltration and external ambient air drying, the
humidity field of foundation is in equilibrium. First,
the steady humidity field of foundation is obtained
by conducting a steady-state humidity field analysis.
(is steady result will be used as the initial humidity
condition of foundation for the transient humidity
field analysis of ballastless track in step 3.

(2) Step 2: (e sleepers are precast at the factory and
maintained to t� 60d. In this case, their humidity
distribution is mainly affected by the external ambient
air drying and internal hydration self-desiccation. In
this step, the variation of humidity field is obtained by
carrying out a transient humidity field analysis of
sleepers. (e last-time result is used as the initial hu-
midity condition of sleepers for the transient humidity
field analysis of ballastless track in step 3.

(3) Step 3: To control the interface state transition
before and after concreting the track slab, the node
coupling technique is applied at the interfaces be-
tween track slab and sleepers, track slab and
foundation, as shown in Figure 10. Before con-
creting the track slab, the node coupling technique
is deactivated, and the interface state keeps sepa-
rated. After concreting the track slab, the node
coupling technique is activated, and the interface
state translates from separated state to bonded state.
(en, the initial high humidity will diffuse from
track slab to sleepers and foundation through the
bonded interfaces.

According to the above calculation process, the early
humidity distribution characteristics of CRTS I bi-block
ballastless track can be defined. (e initial conditions,
boundary conditions, and result analysis of the above three
steps are described in detail in Section 4.
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Figure 7: RH contour of concrete specimen at different times. (a) t� 0 d, (b) t� 1 d, (c) t� 14 d, (d) t� 28 d, (e) t� 29 d, and (f) t� 40 d.
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4. Early Humidity Analysis in the
Ballastless Track

4.1. Steady-State Humidity Analysis of Foundation. In the
tunnel, it is assumed that the groundwater exists at a depth of
2m, and the relative humidity of the ambient air is 65%.
Under the long-term action of groundwater and ambient air,
the steady humidity distribution of tunnel foundation was
calculated by steady-state analysis, as shown in Figures 11
and 12.

Up to now, the linear interpolation is still a common
approach used to deal with the initial conditions of sub-
structures such as tunnel foundation and subgrade bed
during a transient physical field analysis of ballastless track
[26]. However, in view of the nonlinear relationship between
moisture diffusivity and humidity, the steady humidity
distribution along the depth follows a cubic polynomial, as
shown in Figures 11 and 12. (e relative humidity of the
upper surface is about 65.1%, which is very close to that of
the ambient air in tunnel. At the depth of 1m, the maximum

x
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Sleeper
Sleeper

Track sla
b

Foundation

(a)

Confined groundwater

Self-desiccation
Moisture diffusion

Sleeper

Track slab

Foundation

Moisture
exchange

(b)

Figure 8: Early humidity field calculation model of CRTS I bi-block ballastless track. (a) Overall FE model and (b) local schematic for the
cross section I-I.

Table 1: Material parameters.

Component E28 (GPa) ] w/c ft (MPa) D1 × 10− 10 (m2.s− 1) α β Hc (%) am (m.d− 1)
Sleeper 36.0 0.2 0.3 1.54 0.25 0.018 1.3 98 0.0038
Track slab 32.5 0.2 0.4 2.39 0.5 0.022 1.1 98 0.0055
Foundation 25.5 0.2 0.6 2.74 2.02 0.071 0.8 98 0.0105
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difference between numerical result and linear interpolation
is 7.5%. (erefore, the steady-state humidity analysis of
foundation is essential, and the steady result will be as the
initial humidity condition of foundation for the transient
humidity field analysis of ballastless track in Section 4.3.

4.2. Transient Humidity Analysis of Sleeper. After concreting
sleepers at the factory, the sleepers were stored in the am-
bient air with an average RH of 65% and RH amplitude of
50%, as shown in Figure 13, and kept for 60 days. Under the
action of external ambient air drying and internal hydration
self-desiccation, the humidity distribution of sleeper was
calculated, as shown in Figures 14–16.

Figure 14 shows that, under the coupling effect of ex-
ternal air drying and internal hydration self-desiccation, the
relative humidity in the sleeper shows a steady decline. On
the 60th day after the sleepers have been precast, the surface
relative humidity decreases to 66.6%, and the intermediate
relative humidity decreases to 80.1%. (e relative humidity
of the surface layer of the sleeper is mainly affected by the
ambient air, while the interior of the sleeper is mainly
controlled by hydration self-desiccation. In order to further
study the distribution of sleeper’s relative humidity, the
relative humidity and relative humidity gradient (RHG)
along line ab shown in Figure 14(b) were calculated, as
shown in Figures 15 and 16, respectively.

According to Figures 15 and 16, it is found that the
typical nonlinear relative humidity gradient is formed inside
the sleeper due to the slow transfer of moisture in concrete
materials, which can also be approximated by a five-segment
linear distribution. As a result of diurnal fluctuations of
ambient relative humidity, the maximum relative humidity
gradient appears around 6mm beneath the surface of
sleeper, and the limit influence depth of diurnal fluctuations
of ambient relative humidity is about 8mm. In this section,
the last-time transient result will be as the initial humidity
condition of sleepers for the transient humidity field analysis
of ballastless track in Section 4.3.

4.3. Transient Humidity Analysis of Ballastless Track.
Sixty days after the sleepers had been precast, the sleepers
were transported to the construction site. (en, the track
slab was poured after the sleepers had been assembled into
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Figure 9: Early humidity field calculation process of CRTS I bi-block
ballastless track.
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track panels and maintained for 90 days. In this transient
analysis, the initial humidity state of ballastless track is
shown in Figures 17(a) and 17(b). (e initial humidity of
foundation used the steady-state result in Section 4.1, the
initial humidity of track slab was set to be 100%, and the
initial humidity of sleepers adopted the transient result in
Section 4.2. In the first seven days, the exposed surfaces of
ballastless track were specified as wet boundaries (H� 100%)
according to the construction requirements and replaced by
a convective moisture flux condition (H� 65%) in the days
that followed. Under the water wetting, external ambient air
drying, and internal hydration self-desiccation, the humidity
distribution of the ballastless track was calculated, as shown
in Figure 17.

It can be seen from Figure 17 that, at the initial phase after
concreting the track slab, the significant difference of humidity
forms on both sides of the interface. Under the driving action of
humidity difference, the moisture in the structure diffuses from
high humidity to low humidity areas and forms a higher relative
humidity gradient at the interface, as shown in Figures 17(c),
and 17(d). Subsequently, the relative humidity field inside the
whole ballastless track gradually becomes stable under the
continuous effect of moisture diffusion, as shown in
Figures 17(c), 17(e), and 17(g). Finally, the maximum relative
humidity gradient of each region appears at the surface in-
terface, shown as points A and B in Figure 17(h). In order to
further study the humidity distribution at the interface, the
relative humidity and relative humidity gradient along the line
ab shown in Figure 17(h) were calculated, as shown in Fig-
ures 18 and 19. Interface 1 represents the interface between
sleeper and track slab, and interface 2 represents the interface
between track slab and foundation.

From Figures 18 and 19, a large relative humidity gradient
will occur at the interface between track slab and sleeper or the
track slab and foundation. On the 1st, 3rd, 7th, 14th, 30th, 45th,
60th, and 90th days after concreting the track slab, the relative
humidity gradients at the interface between the track slab and
sleeper are 24.46, 14.45, 8.69, 4.17, 2.26, 1.65, 1.39, and
1.09×100%/m, respectively. (e results show that the relative
humidity gradient decreases rapidly in the first week after
concreting the track slab, and then the descending rate tends to
be slow over time.

5. Crack Formation

5.1. Cracking Criterion. Due to the apparent characteristics
of wetting expansion and drying contraction of concrete
materials, the cracks in concrete structures may be caused by
the nonuniform internal relative humidity. Based on the
beam warping test, the relation between drying-induced
strain ε and internal relative humidity H in concrete can be
written as follows [27]:

ε � 8.14 ×(1 − H) × 10− 4
, (10)

from which it is found that the nonuniform RH field leads to
the nonuniform strain and then stress.

Besides, as a key parameter that affects the deformation
of material, the elastic modulus of concrete increases with

age, and the increase rate in early age is higher than that in
the later age. In this paper, the constant elastic modulus E28
of sleeper and foundation listed in Table 1 is adopted, and the
elastic modulus of track slab is described by exponential
formula [28]:

E(t) � E28 × 1 − exp − 0.4t
0.34

  , (11)

where t is the time in day and E28 is the elastic modulus of the
concrete at the equivalent age of 28 days.

For brittle materials such as concrete, its failure is mainly
caused by the maximum tensile stress. (e cracking risk of
concrete can be defined as the ratio of the maximum
principal stress to the tensile strength [29]; that is,

ζ �
σ1,max

ft
, (12)

where ζ is the cracking risk, σ1,max is the maximum principal
stress, and ft is the tensile strength.

Considering the fluctuating characteristics of the me-
chanical properties of concrete materials, it is generally
believed that the crack will be caused when the cracking risk
reaches 0.7 [30].

5.2. Results andAnalysis. After concreting the track slab, the
distributions of maximum principal stress at different times
were calculated without taking into account wet curing, as
shown in Figure 20.

It can be seen from Figure 20 that, in the curing stage of
track slab, a certain tensile stress will be generated due to the
drying shrinkage property of concrete materials, and the
stresses that occur at the interface between sleeper and track
slab are greater than those at other areas. When the stress
exceeds the tensile strength of the interface, the interface
crack will be generated.

After the interface crack between sleeper and track slab
has been generated, shown as white lines ab and cd in
Figure 20(b), the released energy of interface crack will be
transferred to the corner of sleeper and intensifies the stress
concentration effect. When the maximum principal stress
exceeds the tensile strength of the track slab, the splayed
crack with an initial angle of about 45° will be generated at
the sleeper corner. Finally, the cracks at corner of adjacent
sleepers would be coalesced and form a transverse through-
wall crack of track slab, as shown in Figures 3(b) and 20(b).

6. Crack Propagation

6.1. Mixed-Mode Fracture Criterion. In order to clarify the
propagationmechanism of track slab crack, the mixed-mode
fracture criterion was selected to predict the propagation
direction of track slab crack by considering the combined
effect of tensile and shear stresses. (e previous studies have
shown that the maximum circumferential tensile stress
criterion is in good agreement with the test data of brittle
materials such as concrete and rock.(erefore, this criterion
is often used to analyze the fracture mechanism of concrete
structures. For the mixed-mode crack, the equivalent stress
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Figure 17: RH contour of ballastless track at different times. (a) t� 0d, entire contour; (b) t� 0d, local contour; (c) t� 1d, entire contour; (d) t� 1d,
local contour; (e) t� 7d, entire contour; (f) t� 7d, local contour; (g) t� 60d, entire contour; (h) t� 60d, local contour.
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intensity factor Keff can be evaluated by the following
equation [31]:

Keff �

�������������������

KΙ + KΙΙ( 
2

+
1

1 − 2υ
K

2
ΙΙΙ



, (13)

where ] is Poisson’s ratio and KI, KII, and KIII are the stress
intensity factors in modes I, II, and III, respectively, which
can be computed based on the displacement extrapolation
method [32]; that is,
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(14)

G is the shear modulus, κ is the coefficient related to
Poisson’s ratio, r is the element length, and u, v, and w are
the node displacements in the x, y, and z directions, re-
spectively, as shown in Figure 21.

When the equivalent stress intensity factor Keff exceeds
the fracture toughnessKC, the crack will lose the stability and
fracture rapidly. (e fracture condition can be expressed as

Keff ≥KC. (15)

(e maximum circumferential tensile stress criterion
assumes that the crack propagates along the direction of the
maximum circumferential tensile stress [33]:

θ � 2 tan− 1 1
4
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+
1
4

����������
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KΙΙ

 

2

+ 8




⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (16)

where θ is the turning angle of the crack, as shown in
Figure 21.

(e fracture models described above have been imple-
mented in the ANSYSWorkbench 18.0, and the flowchart of
numerical procedure for the fatigue crack growth simulation
is shown in Figure 22.

6.2. Results and Analysis. Based on the maximum cir-
cumferential tensile stress criterion, the propagation path
of crack with an initial length Lin � 0.1 m and angle
θin � 45° was predicted, as shown in Table 2 and Figure 23.
(e results show that, under the action of drying
shrinkage deformation of early-age concrete, the initial
crack tip is subject to the combined action of tensile and
shear stresses. In this case, the initial crack belongs to a
mixed-mode crack, and the ratio of KII and KIII to KI is
31.37% and 7.6%, respectively. Under the combined ac-
tion of stress intensity factors including KI, KII, and KIII,
the initial crack direction will turn an angle of 30.06°, as
shown in Figure 23(b). After the propagation path of
initial crack has been turned, the ratio of KII to KI drops to
1.34%, and then the crack propagation path further turns
an angle of 1.53°, as shown in Figure 23(c). Due to the
continuous turning of crack propagation path, the final
propagation path tends to be along the transverse di-
rection of track slab, and the corresponding failure mode
gradually transforms from mixed-model into pure
opening-mode. When there are initial cracks at the
corner of adjacent sleepers, the cracks would be coalesced
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Figure 20: Maximum principal stress contour of ballastless track. (a) t� 1 d and (b) t� 90 d.
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and further form the transverse through-wall crack of
track slab, as shown in Figures 3(b) and 23(d). (e
transverse through-wall crack not only significantly

affects the comfortableness and safety of rapid transit
railway, but also reduces the service life of ballastless
track.

Previous crack direction
Next crack direction

Actual crack direction
Turning angleθ

x

y z

c

e

b
d a

ac=ae=r
ab=ad=r/4

θ

Figure 21: Singularity elements at the crack tip and crack propagation path.

Initial crack with a length Lin and angle θin

Solve – Stress analysis
Calculation of KI, KII, KIII, θ (Eq 14, 16) 

New crack tip location (xi, yi)

Propagated crack path generation
(multi-linear curve defined by i+1 points)

i=i+1

i=1

Figure 22: Numerical procedure for the fatigue crack growth simulation.

Table 2: Turning angle of the crack propagation path.

Crack length
(m)

KI
(MPa.m0.5)

KII
(MPa.m0.5)

KIII
(MPa.m0.5)

Keff
(MPa.m0.5)

Initial angle
(°)

Previous angle
(°)

Actural angle
(°)

Turning angle
(°)

0.1 3.8659 1.2128 0.2960 5.0930 45 — 45 30.06
0.2 5.2919 0.0709 0.0072 5.3637 45 45 14.94 1.53
0.3 5.4932 0.1268 0.0009 5.6200 45 14.94 13.41 2.65
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7. Conclusions

(is paper focuses on the drying-induced crack mechanism
of the CRTS I bi-block ballastless track system induced by
early-aged internal relative humidity. Considering the
construction sequence and environmental conditions of the
ballastless track system, the RH distribution in the system is
simulated, and the crack propagation induced by the
nonuniform RH is predicted. (e following conclusions can
be drawn:

(1) Under the long-term action of groundwater infil-
tration and external ambient air drying, the steady
humidity of foundation along the depth obeys a
cubic polynomial distribution. (e steady result can
provide an accurate initial humidity condition of
foundation for the transient humidity field analysis
of ballastless track relative to the linear interpolation
method.

(2) After precasting the sleeper, the nonuniform hu-
midity field is formed inside the sleeper. (e surface
relative humidity of sleeper is mainly affected by the
ambient air drying, and the interior relative humidity
is mainly controlled by the hydration self-desicca-
tion. (e transient result can provide a nonuniform
initial humidity condition of sleepers for the tran-
sient humidity field analysis of ballastless track.

(3) After concreting the track slab in the site, the high
humidity diffuses from track slab to sleepers and
foundation through the bonded interfaces, and the
maximum relative humidity gradient appears at the
interface between track slab and sleeper. (e max-
imum value rapidly decreases from 24.46×100%/m

to 8.69×100%/m in the first week, and then the
descending rate tends to be slow over time.

(4) Due to the drying shrinkage property of concrete
materials, the stresses that occur at the interface
between sleeper and track slab are greater than
those at other areas. When the maximum prin-
cipal stress exceeds the ultimate tensile strength of
the track slab, the splayed crack with an initial
angle of about 45° will be generated at the sleeper
corner.

(5) Under the action of drying shrinkage deforma-
tion of early-age concrete, the initial splayed
crack belongs to a mixed-mode crack, and the
direction of crack tip turns an angle of 30.06°.
(en, the final propagation path tends to be along
the transverse direction of track slab due to the
continuous turning of crack propagation path,
and the corresponding failure mode gradually
transforms from mixed-model into pure opening-
mode. When there are initial cracks at the corner
of adjacent sleepers, the cracks would be coa-
lesced and further form the transverse through-
wall crack of track slab. (e transverse through-
wall crack not only significantly affects the
comfortableness and safety of rapid transit rail-
way, but also reduces the service life of ballastless
track.

Data Availability

All data used to support this study are available from the
corresponding author upon reasonable request.

(a) (b)

(c) (d)

Figure 23: Predicted propagation paths of the crack with an initial angle of 45°. (a) θ� 30.06°, (b) θ� 1.53°, (c) θ� 2.65°, and (d) crack
coalescence.
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1. Introduction

,e uniaxial compressive strength (UCS) of rock is one of
the important data in engineering planning and design.
Correctly testing UCS of rock to ensure its accuracy and
authenticity is a prerequisite for ensuring the design of any
rock engineering project. UCS of rock has a wide range of

applications in mining, geotechnical, petroleum, geo-
mechanics, and other fields of engineering.,e study of rock
mechanical properties is the basis for innovative advances
associated with energy supply. ,e significance of rock
mechanics is acknowledged in the advancement of natural
assets, for example, the protection of energy sources (pe-
troleum products: oil, coal, and natural gas), as well as the
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ABSTRACT
The use of NSM FRP for concrete structure strengthening has become a popular choice for retrofitting existing structures 
against shear and flexure. In previous review articles, only the use of NSM for shear was discussed. To evaluate the existing 
design formulas for computing the NSM contribution in shear, a database of testing of NSM strengthened beams in shear is 
presented. These formulas corresponded to the database's experimental results. The shape of NSM FRP bars, the combined 
effects of existing steel stirrups, and NSM FRP reinforcement and analytical formulations are among the other study 
subjects mentioned.Brazilian tensile strength (BTS) in MPa, moisture in percent, and dry density (d) in g/cm3. Then, for 
each method, a 106-point dataset was divided into 70% training and 30% testing. The XGBoost algorithm outperformed the 
GBR, Catboost, and LightGBM algorithms in the training phase, with R2 0.99, MAE 0.00062, MSE 0.0000006, and RMSE 
0.00079, and R2 0.99, MAE 0.00054, MSE 0.0000005, and RMSE 0.00069 in the testing phase. BTS and w are favourably 
connected with the UCS, while moisture and d are adversely correlated with the UCS, according to the sensitivity analysis. 
As a result, the XGBoost algorithm was found to be the best accurate approach for UCS prediction of soft sedimentary 
rocks in this study, out of the four algorithms evaluated.
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protection of the surrounding rock environment. In addi-
tion, protective waste removal and hydroelectric energy
assets require further examination of rocks and soils, which
are dependent on the mechanical properties of rocks [1, 2].
Unconfined UCS of rocks plays a significant role in tackling
issues associated with rock mechanics and the design of
geostructures [3–6]. Various researchers have proposed
empirical equations in order to estimate the UCS of different
rock mass databases as tabulated in Table 1.

Some researchers have employed indirect testing
methods, i.e., multiple linear regression (MLR) [17, 22, 23],
artificial neural network (ANN) [23, 24], adaptive neuro-
fuzzy inference system (ANFIS) [25], and other machine
learning algorithms to estimate the accuracy and reliability
of rock data [26–28], rather than using direct tests rec-
ommended by international standards, which are considered
time-consuming, expensive, and unreliable [29, 30]. While
these frameworks are appropriate, fast, and favorable
techniques to tackle difficult problems, in most cases, they
are simply capable of understanding the complex interac-
tions among variables to estimate an objective and do not
provide any intuition about the interrelationships among
predictors and a return value [31]. Abidi et al. predicted the
UCS of intact rocks with 196 data points, i.e., sandstone,
marl, limestone, and conglomerate, using the intelligent
ANN method and MLR. According to the results of their
study, the ANN model performed better than the MLR
model in terms of correlation coefficient (R2), mean absolute
error (MAE), and root mean square error (RMSE) [23].
Abidi et al. employed both ANN and ANFIS models to
predict UCS of 136 sandstone rock samples because labo-
ratory testing methods are time-consuming and complex.
Based on the results of several performance metrics, i.e., R2,
RMSE, and variance accounted for (VAF), the ANFIS model
showed the best performance over ANN [32]. Ceryan et al.
adopted soft computing methods, i.e., extreme learning
machine (ELM) and minimax probability machine regres-
sion (MPMR), to predict the UCS of volcanic rocks. In
addition, the least-square support vector machine (LS-SVM)
model was incorporated to compare its performance with
the proposed soft computing models. ,us, ELM and
MPMR outperformed the LS-SVM [33]. Ceryan et al. de-
veloped the fuzzy interface system (FIS), ANN, and LV-SVM
to predict the UCS of rocks. According to their results, LV-
SVM performed better than the other developed models
[34]. Neurogenetic and multiple regression (MR) methods
were developed by Monjezi et al. to estimate the UCS of
rocks. ,e neurogenetic approach was best applied com-
pared to MR [35]. Aboutaleb et al. predicted the UCS of
carbonate rocks using nondestructive tests, namely, simple
regression analysis (SRA), multiple regression analysis
(MRA), ANN, and support vector regression (SVR). As
reported by the SVR model, it performed best among all the
models studied [36]. Ghasemi et al. developed a soft com-
puting (model tree) approach to predict the UCS of car-
bonate rocks, which proved to have the best performance
[37]. Barzegar et al. used ensemble tree-based machine
learning approaches such as “random forest (RF), M5 model
tree, andmultivariate adaptive regression splines (Mars)” for

predicting UCS of travertine rocks. In parallel, an ensemble
committee-based ANNmodel was developed to correlate the
returns of proposed models to determine the predicted UCS
in accuracy. According to the results, Mars outperformed all
studied models [38]. Matin et al. used RF for variable se-
lection and UCS prediction, and the proposed RF for UCS
prediction was satisfactory [39]. Zhong et al. predicted rock
mechanical property, i.e., UCS with an established XGBoost
model of machine learning, which proved to have the best
performance in results [40].

According to the above literature, the application of the
gradient boosting machine learning algorithms has been
rarely used for UCS prediction. In this work, we proposed an
innovative adaptation of four gradient boosting machine
learning algorithms such as gradient boosted regression
(GBR), Catboost, light gradient boosting machine
(LightGBM), and extreme gradient boosting (XGBoost) that
improves the handling of concept drift. ,e database
employed in this work has been collected from soft sedi-
mentary rocks of the Block-IX at ,ar Coalfield, Pakistan.
Previously, researchers considered wet density (ρw) [41];
moisture [41]; dry density (ρd) [42]; and Brazilian tensile
strength (BTS) [43] as input variables for evaluating the
UCS. Based on the literature, the four significant input
parameters ρw in g/cm3; moisture in %; dry ρd in g/cm3; and
BTS in MPa are used for each developed algorithm.
Moreover, 106-point dataset was allocated identically for
each algorithm into 70% for the training phase and 30% for
the testing phase. Figure 1 illustrates the flowchart of this
study.

2. Overview of the Study Area and Dataset

,ar Coalfield is the 7th world’s biggest coal mine in the
Sindh Province of Pakistan [44]. ,ar Coal is demarcated to
be 175.5 billion tons of lignite or brown coal which can be
utilized for the fuel and generation of electricity purpose. As
shown in Figure 2, the ,ar Coalfield is divided into 12
different blocks. Open-pit and underground mining
methods can be used to extract coal from the area. Spe-
cifically, Block-II of the 12 blocks is fully developed for the
open-pit mining method by Sindh Engro Coal Mining
Company (SECMC), while some areas of Block-1 and Block-
IX are being prepared for the underground mining method.
,e coal seam thickness of Block-IX at ,ar Coalfield is
about 12 m with an inclination of 0° to 7°, and the top-
bottom plate is siltstone-claystone to claystone. However, for
the first time in the history of Pakistan, Shahani et al.
recommended the use of mechanized longwall top coal
caving (LTCC) method in the ,ar Coalfield, Pakistan
[44,45]. At the same time, accurate determination of the
mechanical properties of the ,ar Coalfield, especially the
UCS, plays an important role in providing a good under-
standing of the behavior of the roof and ground prior to
mining operations. In this study, 106 samples of soft sedi-
mentary rocks were initially collected randomly from Block-
IX at ,ar, as shown in Figure 2 of the yellow-colored area.
,e collected rock samples were then arranged and sub-
divided according to the recommended standards of the
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International Society of Rock Mechanics (ISRM) [46] and
the American Society for Testing Methods (ASTM) [47] in
order to maintain the same core size and geological and
geometric characteristics. ,e experimental work on the
studied rock samples was carried out in the laboratory of the
Department of Mining Engineering, Mehran University of
Engineering and Technology (MUET), to determine the

physical andmechanical properties like ρw (g/cm3); moisture
(%); ρd (g/cm3); BTS (MPa); and UCS (MPa). In Figure 3(a),
a universal testing machine (UTM) was used to perform the
UCS as shown in Figure 3(b) and a BTS as shown in
Figure 3(c). Table 2 illustrates the entire dataset employed in
the study. Table 3 denotes the statistical distribution of the
UCS dataset.

Future forecasting
Recognize the best

framework

Evaluation of the
frameworks

GBR, Catboost,
LightGBM,

XGboost

Training Dataset

Testing Dataset

Data Splitting

UCS
Dataset

Figure 1: Flowchart of the study.

Table 1: Empirical equations proposed by the researchers for estimating UCS.

S. no Country of origin Rock type No. of data R2 References
1 Turkey Sedimentary 18 0.82 [7]
2 USA Mixed 86 0.81 [8]
3 Spain Mixed 194 0.81 [9]
4 Japan and Indonesia Mixed 33 0.77 [10] Based on part of dataset by [11]
5 Turkey Sedimentary 150 0.65 [12]
6 India Sedimentary 13 0.87 [13]
7 Iran Sedimentary 40 0.94 [14]
8 Israel and USA Mixed 7 0.96 [15]
9 UK, France, and Denmark Sedimentary 7 0.9 [16]
10 England and Turkey Mixed 44 0.11 [17]
11 Greece Metamorphic 32 0.82 [18]
12 Spain Sedimentary 99 0.94 [19]
13 Turkey Sedimentary 19 0.78 [20]
14 Portugal Igneous 9 0.72 [21]
15 UK, France, and Denmark Sedimentary 7 0.87 [16]
16 United Kingdom Igneous 171 0.53 [21]
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Figure 2: Location map of study area (Block-IX) of ,ar Coalfield, Pakistan.
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Figure 3: (a) Universal testing machine (UTM), (b) deformed rock core specimen for Brazilian tensile strength test, and (c) deformed rock
core specimen for UCS test.

Table 2: Brief summary of UCS dataset.

Serial no. ρw (g/cm3) Moisture (%) ρd (g/cm3) BTS (MPa) UCS (MPa)
1 2.132 11.78747 1.90719 0.305 0.404
2 2.013 15.07577 1.749282 0.217402 0.491
3 2.112 14.08254 1.851291 0.259 0.579
4 2.119 17.0949 1.809643 0.394188 0.485
5 2.034 15.59792 1.759547 0.336 0.52
. . ... . . ... . . ... . . ... . . ... . . ...
102 2.003 20.67989 1.659763 0.502 3.35
103 1.823 14.17769 1.596634 0.452715 2.46
104 1.964 20.07648 1.635624 0.358732 3.448
105 1.993 16.44345 1.71156 0.516271 3.549
106 1.97 12.14405 1.756669 0.627239 3.28

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Machine Learingi Algorithms to Predict... P. Paulpandian et al.499



parameter of the model that has previously been attached.
With reference to the regression models, the boosting
mechanism is a configuration of “functional gradient de-
scent.” Functional gradient descent is an optimization
mechanism that reduces a certain loss function by attaching
a base framework at each stage that minimizes well the loss
function. Figure 5 shows the description of GBR employed
in this study [51, 52].

Friedman suggested an improvement to the gradient
boosted regression models by employing a predetermined
amount of regression tree to the base framework. ,e
modified framework enhances the performance of the
Friedman model [53]. In order to predict the UCS of sed-
imentary rocks, the modified version of gradient boosted
regression has been used. Table 4 illustrates the execution of
a GBR framework in python. Consider that the leaves
number for each tree is l, each tree splitting the input space
into l separate territory T1p, T2p. . .. . .. . . Tlp and forecasting
a constant value klp for territory Tlp. ,e gradient boosting
regression tree is given by

fp(a) � 
L

l�1
klpF a ∈ Tlp , (1)

where F(a ∈ Tlp) �
1, if a ∈ Tp

0, otherwise

By employing a regression tree to reinstate fp(a) in the
generic gradient boosting mechanism, the framework gra-
dient descent stage size and updating equation are given by
equation (2) and (3), respectively.

fp(a) � fp− 1(a) + ρpgp(a). (2)

ρp � argminρ 

L

l�1
M bi, fp− 1 ai(  + ρgp ai(  . (3)

Hence, equations (2) and (3) fit as equations (4) and (5):

fp(a) � fp− 1(a) + 
L

l�1
ρpklpF a ∈ Tlp . (4)

ρp � argminρ 

L

l�1
M bi, fp− 1 ai(  + 

L

l�1
ρpklpF a ∈ Tlp ⎛⎝ ⎞⎠.

(5)

By employing discrete ideal ρlp for each territory Tlp klp
are supposed to be detached. ,e updated framework
equations (6) and (7) are given by

fp(a) � fp− 1(a) + 
L

l�1
ρpF a ∈ Tlp . (6)

ρp � argminρ 

L

l�1
M bi, fp− 1 ai(  + 

L

l�1
ρpF a ∈ Tlp ⎛⎝ ⎞⎠.

(7)

,e framework overfitting can be restrained through
managing the gradient boosting repetitions number, or

Figure 4 represents the pairwise distribution of various 
features and UCS. It can be seen that moisture and BTS are 
moderately correlated to the UCS whereas ρw and ρd are 
negatively correlated to the UCS. It is important to mention 
that each feature does not correlate well with UCS inde-
pendently; hence all the features together are evaluated to 
predict the UCS.

3. Methods

3.1. Gradient Boosted Regressor (GBR). ,e gradient boosted 
regression (GBR) tree incorporates the weak learners; i.e., the 
learner algorithms moderately perform well as compared to 
random algorithms, into a strong learner in a repetitive 
technique [48]. In contrast to the bagging technique, the 
boosted mechanism produces the base frameworks consecu-
tively. ,e robustness of the prediction model is enhanced by 
generating several frameworks in a series by focusing priority 
on this learning information that is complicated to evaluate. In 
the boosting mechanism, the previous base frameworks that 
are inappropriate to estimate are frequently developed in the 
training datasets compared to those models that are precisely 
evaluated. Each supplementary base framed is directed to 
rectify the errors produced by its preceding base framework. 
,e existence of the boosting mechanism is from the response 
of Schapire to Keran’s inquiry [49, 50] (Kearns): Is a combi-
nation of a weak learner an alternative to distinguish strong 
learner? Weak Learner is defined a s t he a lgorithm t hat is 
working well as compared to random approximation; a strong 
base framework is a more authentic classification or regression 
algorithm that is inconsistent that is efficiently corresponding 
with the problem. ,e r esponse t o s uch a n i nquiry i s very 
significant. ,e evaluation of  a weak framework is  often un-
challenging as compared with a strong framework. Schapire 
demonstrated that the response to Kearns’ inquiry is “Yes” 
manifesting that many weak frameworks are combined into a 
high and single robust framework.

,e m ain d ifference be tween bo osted an d bagging 
mechanism is that in boosting method the training datasets 
are systematically resampled in order to anticipate the most 
convenient instruction for each succeeding framework. ,e 
modified d issemination i n e ach s tage o f t raining i s con-
tingent on the error generated by the preceding framework. 
In contrast, in the bagging mechanism, each trail is con-
sistently designated to generate a training dataset, and the 
uncertainty of designating a single trail is divergent for the 
boosting mechanism. ,e t rails t hat a re i ncorrectly evalu-
ated or misclassified h ave more p robability t o b e s et with 
higher weights. Hence, each freshly developed framework 
emphasizes the trail that has been incorrectly evaluated or 
misclassified by succeeding frameworks.

Boosting arranges the secondary frameworks that reduce 
a certain loss function averaged over the learning datasets, 

i.

e., mean absolute error or squared mean error. ,e loss
function calculates the aggregate of the forecasted value that
varies from the measured value. A forward stage-wise
modeling technique is one of the estimated solutions to the
problem. ,is m odeling t echnique c onsecutively adjoins
new base frameworks without replacing the coefficient and
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more competent, appraising the beneficiation of each tree by
J∈(0, 1). Hence, the updated model is given by

fp(a) � fp− 1(a) + L 
L

l�1
ρpF a ∈ Tlp . (8)

3.2. Catboost. Catboost is a type of gradient boosting al-
gorithm that is succeeded in recent times by Dorogush et al.
[54]. Catboost tackles both the regression and classification
problems and has been publicized in a new free open-source
multiplatform gradient boosting library [54, 55]. Decision
trees are employed as a base weak learner in the Catboost
algorithm and gradient boosting to sequentially fit on the
decision tree. In order to enhance the execution of the
Catboost algorithm and to avoid overfitting, the inconsistent
permutation of the learning information of the gradient is
employed [54].

,e Catboost algorithm aims tominimize the forecasting
relocation that happens during the learning stage. ,e

dissemination relocation is the removal of F(y)| (yi) with yi

being a learning sample, with relation to F(y)| (yi) for a test
sample y. At the learning stage, gradient boosting employs
the same sample for the calculation of gradient and the
framework that reduces that gradient. ,e concept of
Catboost is to establish j. . .n, the base framework for in-
dividual P boosting repetition.,e ith framework of the mth
repetition is learnt of initial ith samples of the permutation
and is applicable to calculate the gradient of the j+1 sample
for p+1 repetition. Succeeding, to be unrestrained of the start
arbitrary permutation, this technique employs s reciprocated
arbitrary permutation. A distinguish framework is con-
structed per repetition that manages all permutations and
frameworks. Symmetric trees work as a foundation for the
frameworks. ,e trees are extended by growing all the leaf
nodes level-wise by using the same splitting criteria.

,e mechanism introduced in the Catboost algorithm is
to calculate the contemporary character that is identical to
the one imitated for establishing the network. ,us, for a
specified arbitrary permutation of the samples, the data
sample< i is used to calculating the character value for each

Table 3: Statistical distribution of UCS dataset.

ρw (g/cm3) Moisture (%) ρd (g/cm3) BTS (MPa) UCS (MPa)
Mean 1.93 18.28 1.66 0.29 1.31
Standard deviation 0.37 8.93 0.39 0.12 0.93
Minimum 1.005 6.63 0.76 0.02 0.26
Maximum 2.38 43.3 2.15 0.62 3.623
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Figure 4: Pairwise correlation between the input variables and output in the original dataset.
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sample i. Later on, various permutations are executed and
the acquired character value for each sample is averaged.
Catboost is a large-scale and comprehensive library that is
composed of various elements as standard boosting, GPU
learning and consists of tenfold hyperparameters optimi-
zation to modify to several practicable investigation cir-
cumstances. Standard gradient boosting is also a part of the
Catboost algorithm. Figure 6 depicts the description of
Catboost employed in this study.

It should be noted that the training capability of the
Catboost algorithm is supervised by its framework hyper-
meter, namely, the number of iterations, learning rate,
maximum depth, etc. ,e determination of the best
hyperparameters for a model is a difficult, time-consuming,
challenging, and tedious task contingent on the user’s skills
and expertise. Table 5 illustrates the execution of a Catboost
framework in python employed in this study.

3.3. Light Gradient Boosting Machine (LightGBM). Light
Gradient Boosting Machine, abbreviated as LightGBM, is an
open-source gradient boosting machine learning framework
by Microsoft that uses a decision tree as a based training
algorithm [56]. LightGBM inserts consecutive element value
buckets into discrete bins with higher efficiency and faster
training speed. It employs the histogram-based algorithms
[57,58] in order to enhance the learning stage, minimize
memory consumption, and incorporate an updated com-
munication network to improve training uniformity, known
as parallel voting decision tree machine learning algorithm.
,e learning information is split into multiple trees, the local
voting technique is implemented to choose the top-k ele-
ment, and the globing voting technique is acquired in each
repetition. LightGBM manipulates the leaf-wise strategy to

perceive a leaf with maximum splitter gain as shown in
Figure 7. It can be used for classification, regression, sorting,
and numerous machine learning projects. LightGBM builds
a sophisticated tree compared with the level-wise distribu-
tion technique by the leaf-wise distribution technique, which
is the principal component for executing the algorithm with
higher efficiency. Even so, it gives rise to overfitting; how-
ever, it can be prohibited by using the max-depth element in
LightGBM.

LightGBM [56] is a comprehensive library that executes
gradient boosting and intends some modification. ,e ex-
ecution of gradient boosting has been mainly concentrated
on building a computationally systematic algorithm. ,e
library comprises tenfold training hyperparameters that
authenticate this framework to implement in the diverse
scenario. LightGBM execution also suggests advanced fea-
tures both in CPU and in GPU; it can operate as gradient
boosting and has multifold combinations including boot-
strap subsampling and column randomization. LightGBM is
broadly featured by Gradient-based One-Side Sampling and
Exclusive Feature Bundling. Gradient-based One-Side
Sampling is a subsample mechanism employed to build the
learning information as a base tree in the ensemble. In the
Adaboost machine learning algorithm, the objective of this
mechanism is to enhance the importance of the sample with
a higher probability, which is associated with the sample
having a higher gradient. When the Gradient-based One-
Side Sampling is implemented, the learning information for
the base learner is formulated on the top fraction of the
sample with a higher gradient (a) plus an arbitrary instance
fraction (b) reacquired from the samples with a smaller
gradient. To remunerate for the variation of measured
dissemination, the sample in the lower gradient category is
arranged together and weighed up by (1 -x)/y when

UCS Training
dataset

UCS Training
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UCS Training
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UCS Training
dataset

Feature
subsampling
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Figure 5: Description of GBR employed in this study.
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calculating the data gain. On the other hand, the Exclusive
Feature Bundling mechanism accumulates the sparse ele-
ment into a single element. ,is can be accomplished
without preventing any knowledge when those elements do
not consist of a nonzero number coincidently. ,e mech-
anism anticipates supplementary learning rate gain. Table 6

illustrates the execution of a LightGBM framework in py-
thon employed in this study.

3.4. ExtremeGradient Boosting (XGBoost). Extreme gradient
boosting (XGBoost) is one of the significant types of

UCS Dataset

Bootstrap
N samples

Training
Dataset

Testing
Dataset

N samples, M features

Establishment
of N trees one
a�er another

Wight
expansion

Wight
expansion

Predictor 1 Predictor 2

Average Weight
Prediction

Predictor N

Figure 6: Description of Catboost employed in this study.

Table 4: Executing a GBR framework in python employing the gradient boost regressor.

Description Python script

Import the python packages from sklearn.ensemble import GradientBoostingRegressor from sklearn.model_selection import
cross_val_score, RepeatedKFold

Interpretation of the framework
attributes

Framework�GradientBoostingRegressor()
# Interpretation of the evaluation mechanism

cv�RepeatedKFold(n_splits� 10, n_repeats� 3, random_state� 1)
# Framework assessment

n_scores� cross_val_score(Framework, x_train, UCS_train, scoring� ’neg_mean_absolute_error’,
cv� cv, n_jobs� -1)

# Performance Report
print(’MAE: %.8f (%.8f)’ % (mean(n_scores), std(n_scores)))

# fit the framework on training dataset
Framework.fit(x, UCS)

Training dataset Train_dataset_Forecasting� Framework.predict(x_train)
Testing dataset Test_dataset_Forecasting� Framework.predict(x_test)
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ensemble learning algorithms in machine learning methods
[59]. It comprises ordinary regression and classification trees
by incorporating analytical boosting techniques. Boosting
enhances the precision estimation of the framework by
building various trees as a substitution to establish a targeted
tree and later on adding them to determine a coherent
forecasting model [60]. XGBoost initiates the tree by se-
quentially retaining the residuals of past trees as influences
on the consequence tree. Due to this, the consequence tree
establishes comprehensive forecasting by generating the
error of past trees. At the stage when the loss function is
reduced, the sequential framework structure relation can be
segmented as a gradient descent type that improves the
prediction by adding an extra tree at each step to lower the
reduction [61]. Tree growth ends when a preestablished
number of the most extraordinary tree is gained, or when the
error of the training stage cannot be augmented to a pre-
dicted sequential tree number.,e performance promptness
and evaluation accuracy of the gradient boosting can be
significantly increased by attaching arbitrary investigation.
Particularly for each tree in a symmetry, an arbitrary training
data subsample is considered from the entire training
dataset, excluding the replacement. Instead of the entire
sample, this arbitrarily described subsample is then utilized
to fit the tree and is ascertained to update the framework.
XGBoost is a state-of-the-art redistributed gradient boosting
algorithm that can manage and achieve up-to-date fore-
casting demonstration [62]. ,e second-order evaluation of
the loss function is employed in the XGBoost algorithm
which is expeditious and speedy as compared to the con-
ventual gradient boosting algorithms. It has been extensively

adopted to mine gene coupling features. Figure 8 depicts the
description of XGBoost employed in this study.

Consider ui is the forecasted result of ith number of data
for which the characteristics vector is Vi; E shows the es-
timators number for each estimator fk (with k from 1 to E)
corresponding to individual tree anatomy, and u0

i depicts the
preliminary assumption that is the average of the measured
characteristics in the learning information. ,e following
equation implements various expansion functions to fore-
cast the results:

ui � u
0
i + η 

E

K�1
fk Vi( , (9)

whereas the η parameter is the learning rate that is adjoined
to improve themodel implementation to enhance themodel,
to execute rhythmically while linking the latest tree and
confront overfitting.

Concerning Eq. 9, at kth state, a character kth is con-
nected to the model and the kth forecasted value u− k

i is
implemented from the forecasted value at the preceding state
u

− (k− 1)
i and the augmented fk of the character of the at-

tached kth character is depicted in

u
− k
i � u

− (k− 1)
i + ηfk, (10)

whereas fk shows the weight of leaves that are developed by
reducing the objective function of the kth tree represented by

obj � cN + 
N

a�1
Gaωa +

1
2

Ha + λ( ω2
a , (11)

……

Figure 7: Description of LightGBM employed in this study.

Table 5: Executing a catboost framework in python employing the catboost regressor.

Description Python script

Import the python packages from catboost import CatBoostRegressor
from sklearn.model_selection import RepeatedKFold, cross_val_score

Interpretation of the framework
attributes

Framework�CatBoostRegressor(verbose� 0, n_estimators� 100)
# Interpretation of the evaluation Mechanism

cv�RepeatedKFold(n_splits� 10, n_repeats� 3, random_state� 1)
# Framework assessment

n_scores� cross_val_score(Framework, x_train, UCS_train,
scoring� ’neg_mean_absolute_error’,

cv� cv, n_jobs� − 1, error_score� ’raise’)
# Performance Report

print(’MAE: %.8f (%.8f )’ % (mean(n_scores), std(n_scores)))
# fit the framework on training dataset

Framework�CatBoostRegressor(verbose� 0, n_estimators� 100)
Framework.fit(x, UCS)

Training dataset train_dataset_Forecasting� Framework.predict(x_train)
Testing dataset test_dataset_Forecasting� Framework.predict(x_test)
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whereas N designates the leaves of the kth tree and ωa

represent the weight of the leaves from 1 to N, and c and λ
are the uniformity features that are utilized to implement the
coherence to the anatomy to evade the overfitting in the
model.,e parameters Ha and Ga are the aggregate of entire
information attached with data a leaf of the prior and
subsequent loss function gradient, respectively.

In sequence to build the kth tree, a single leaf is split into
different numeration leaves. Eq. 12 indicates the anatomy of
utilizing the gain parameters. Consider CR andDR depict the
interdependent right leaf, and CL and DL are interdependent
left leaf attaining the divergence. At the time, the gain pa-
rameter is close by zero, and the diverging benchmark is
traditionally assumed. ,e c and λ are the uniformity fea-
tures that are periphrastically susceptible on the gain feature;
i.e., higher the regularization parameter will decrease the
gain parameter which in result will avoid the convolution of
the excruciating of the leaf. But it will decrease the ability of
the framework in order to apt to the training dataset.

gain �
1
2

C
2
L

DL + λ
+

C
2
R

DR + λ
+

CL + CR( 
2

DL + DR + λ
 . (12)

XGBoost is a widely used machine algorithm that as-
sembles an articulated and logical accomplishment of gra-
dient boosting machine learning algorithm. A numerical
value is the outcome of the regression prediction model
problems. XGBoost can be practiced promptly to probabi-
listic regression frameworks. ,e ensembles are established
from the decision tree model. Ensembles successively link
trees and adjust the forecasting imprecision models. ,ese
types of ensemble machine learning techniques are known as
boosting. ,e frameworks are established by implementing
any arbitrary gradient descent optimization technique and
distinct loss function. When the model is implemented, the

gradient loss function is decreased, and therefore this
mechanism is recognized as “gradient boosting.” Table 7
illustrates the execution of an XGBoost framework in python
employed in this study. XGBoost framework performed well
on the UCS datasets as compared to GBR, Catboost, and
LightGBM with the same parameter n_splits� 10,
n_repeats� 3, random_state� 1 (all the other parameters
were used as a default in python). However, in order to
further enhance the performance of the XGBoost frame-
work, gbm_param_grid was further implemented in this
study.

3.5. Performance Indices. In order to accurately and ap-
proximately assess the performance of machine learning
algorithms, various researchers have employed different
evaluation criteria, i.e., coefficient of correlation (R2) [63],
mean absolute error (MAE), mean square error (MSE) [64],
and root mean square error (RMSE) [65]. ,e higher value
of R2 and the lower MAE, MSE, and RMSE indicate that the
predicted target values perform better in each proposed
model. In this study, four estimation criteria are employed to
narrate the association between measured and predicted
UCS values, i.e., R2, MAE, MSE, and RMSE as shown in
Table 8.

4. Results and Discussion

UCS plays a significant role in the stability of geostructures.
In this study, the use of novel machine learning methods to
estimate the accuracy of the UCS is necessary.,is is because
the accuracy of the studied UCS can help in designing any
type of rock engineering project. ,erefore, this study aims
to incorporate these gradient boosting machine learning
algorithms, namely, GBR, Catboost, LightGBM, and
XGBoost to predict the UCS of soft sedimentary rocks of
Block-IX at ,ar Coalfield, Pakistan, by using four input
variables, i.e., ρw (g/cm3); moisture (%); ρd (g/cm3); and BTS
(MPa). ,en, the 106-point dataset for each model was
identically assigned as 70% for the training phase to train the
model and 30% for the testing phase to test the model. In the
end, the ultimate output of predicted UCS is as follows.

Table 6: Executing a lightgbm algorithm in python employing the lightgbm regressor.

Description Python script

Import the python packages from lightgbm import LGBMRegressor
from sklearn.model_selection import cross_val_score, RepeatedKFold

Interpretation of the framework
attributes

Framework� LGBMRegressor()
# Interpretation of the evaluation Mechanism

cv�RepeatedKFold(n_splits� 10, n_repeats� 3, random_state� 1)
# Framework assessment

n_scores� cross_val_score(Framework, x_train, UCS_train,
scoring� ’neg_mean_absolute_error’,

cv� cv, n_jobs� -1, error_score� ’raise’)
# Performance Report

print(’MAE: %.8f (%.8f)’ % (mean(n_scores), std(n_scores)))
# fit the framework on training dataset

Framework.fit(x, UCS)
Training dataset train_dataset_Forecasting� Framework.predict(X_train)
Testing dataset test_dataset_Forecasting� Framework.predict(X_test)

……

Figure 8: Description of XGBoost employed in this study.
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Figures 9(a) to 9(d) and 10(a) to 10(d) show the scatter
plots of the predicted UCS as opposed to the measured UCS
in the training and testing phases, respectively, employing
various algorithms. In Figures 9(a) to 9(d), the correlation
coefficient (R2) values of the GBR, Catboost, LightGBM, and
XGBoost are 0.97, 0.95, 0.40, and 0.99 in the training phase,
respectively. At the same time, Figures 10(a) to 10(d)
demonstrate the R2 values of the GBR, Catboost,
LightGBM, and XGBoost are 0.94, 0.91, 0.39, and 0.99 in the
testing phase, respectively. Figures 11 and 12 reveal the
performance plots of predicted UCS as opposed to measured
UCS in the training phase. Figure 12 reveals the performance
plots of predicted UCS as opposed to measured UCS in the
testing phase.

Figure 13 shows the various performance indices of
proposed algorithms such as R2, MAE, MSE, and RMSE.,e
performance indices can tell us the evaluation of the de-
velopedmodel by which we can distinguish themost suitable
model. In this study, the performance indices of the pro-
posed algorithms are tabulated in Table 9.

Taylor diagram describes a concise statistical description
of how well the frameworks match their standard deviation
and correlation. ,e following equation [66] represents the
formula of the Taylor diagram:

R �
1/P 

P
P rn − r(  fn − f 

σrσf

, (13)

where R represents a correlation, P is the discrete point
number, rn and fn are two vectors, σr and σf show the
standard deviation of r and f, and rn and fn depict the
average value of vectors rn and fn, respectively.

Figure 14 shows the association among the standard
deviation, RMSE, and correlation of predicted UCS and
measured UCS of GBR, Catboost, LightGBM, and
XGBoost algorithms, respectively, from Figure 13.
According to the results, the UCS of the XGBoost pre-
diction algorithm was highly correlated with the measured
UCS compared to the other studied algorithms. In addi-
tion, the standard deviation of the XGBoost is nearest to
the original value of the standard deviation. As a result, the
XGBoost demonstrates high accuracy as compared to the
existing publicly available literature [7, 21, 40], and is
proved to be the high accurate algorithm among all for
UCS prediction. ,e GBR also has a standard deviation
nearer to the original standard deviation but shows the
smallest R2 value. Meantime, Catboost and LightGBM
have the smallest correlation and are further away from the
original standard deviation values.

Table 7: Executing a xgb framework in python employing the XGBoost.

Description Python script

Import the python packages

import xgboost as xgb
from xgboost import XGBRegressor

from sklearn.model_selection import train_test_split, cross_val_score, RepeatedKFold
from sklearn.metrics import mean_squared_error as MSE

Interpretation of the framework features

Framework�XGBRegressor(objective� ’reg:squarederror’)
# Interpretation of the evaluation Mechanism

cv�RepeatedKFold(n_splits� 10, n_repeats� 3, random_state� 1)
# Framework assessment

n_scores� cross_val_score(Framework, x_train, UCS_train)
print(’MAE: %.8f (%.8f)’ % (mean(n_scores), std(n_scores))

# fit the framework on training dataset
Framework�XGBRegressor(objective� ’reg:squarederror’)

Framework.fit(x, UCS)

Create the parameter grid

gbm_param_grid� {
“eta”: [0.2, 0.25, 0.3, 0.35, 0.4, 0.5, 0.65, 0.7, 0.8, 0.9],

“max_depth”: [1,2,3,4,5,6,7,8,9,10],
“colsample_bytree”: [0.5,0.55,0.6,0.62,0.65,0.7,0.8,0.9,0.95,1],

“subsample”: [0.5,0.55,0.6,0.62,0.65,0.7,0.8,0.9,0.95,1],
}

# Instantiate the regressor: gbm
gbm� xgb.XGBRegressor(objective� ’reg:squarederror’)

# Implement grid search: grid_mse
randomized_mse�RandomizedSearchCV(

estimator� gbm,
param_distributions� gbm_param_grid,
scoring� “neg_mean_squared_error”,

cv� 3,
verbose� 1,

)
# Fit grid_mse to the UCS training dataset

randomized_mse.fit(x, UCS)
Training dataset train_dataset_forecasting� randomized_mse.predict(x_train)
Testing dataset test_dataset_forecasting� randomized_mse.predict(x_test)
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Table 8: Performance indices employed in this work.

Performance
indices Definition Mathematical formula

R2
R2 is an aggregate bench used to compute
how significant the association between
measured and predicted UCS values is.

R2 � 1 − 
n
i�1 (UCSmeasured − UCSpredicted)2/

n
i�1 (UCSmeasured − UCSmean)2

MAE

MAE shows the mean absolute error, which
is a conventionally employed statistical

feature that can inspect the real scenario of
the predicted UCS value error.

MAE � 
n
i�1 |UCSmean − UCSmeasured|

MSE

MSE as shown by equation (15) is a broadly
practiced mathematical standard that shows
the appropriate standard deviation of the

error relative to the measured and
predictive UCS value.

MSE � 1/T 
n
i�1 (UCSmeasured − UCSmean)2

RMSE
RMSE is a statistical measure used to

compute the mean of square error in UCS
database.

RMSE �

����������������������������

1/2 
n
i�1 (UCSmeasured − UCSmean)2



UCSpredicted and UCSmean represent the predicted values and the mean values, T shows the total number of datasets, and UCSmeasured is the measured value.
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Figure 9: Scatter plots of predicted UCS as opposed to measured UCS of different models in the training stage: (a) GBR, (b) Catboost,
(c) LightGBM, and (d) XGBoost.
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Figure 10: Scatter plots of predicted UCS as opposed to measured UCS of different models in the testing stage: (a) GBR, (b) Catboost,
(c) LightGBM, and (d) XGBoost.
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Figure 11: Continued.
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,e results of the present study are similar to a previous
study in the literature where Zhong et al. [40] also developed
the XGBoost algorithm for predicting of rock mechanical

properties, i.e., UCS, in their study, which proved to have the
best performance in results with maximum R2 and smallest
MAE and RMSE.
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Figure 11: Performance plots of predicted UCS as opposed tomeasuredUCS in the training stage phase: (a) GBR, (b) Catboost, (c) LightGBM, and
(d) XGBoost.
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Figure 12: Performance plots of predicted UCS as opposed to measured UCS in the testing stage phase: (a) GBR, (b) Catboost,
(c) LightGBM, and (d) XGBoost.
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5. Sensitivity Analysis

Sensitivity analysis is a statistical tool that evaluates how
target features are influenced based on changes in input
features [67]. In this work, sensitivity analysis has been
carried out by implementing “feature importance” module
in python programing language on the superior performed
XGBoost testing data. ,e following equation [68] depicts
the formula of the feature importance:

XGboostfmm �
l∈alltreefmmn

T
, (14)

where XGboostfmm � the importance of featurem estimated
from all trees in the XGBoost testing dataset, fmmn � the
feature importance form tree in n, and T indicates the entire
number of trees.

From Figure 15, it is clear that BTS and ρw are positively
correlated, and the moisture and ρd are negatively correlated
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Figure 13: Evaluation criteria of the proposed algorithms R2, MAE, MSE, and RMSE in the training phase and testing phase, respectively.

Table 9: Performance indices of the proposed algorithms in this study.

Proposed algorithms
Training Testing

R2 MAE MSE RMSE R2 MAE MSE RMSE
GBR 95.7146 0.1266 0.0241 0.1554 92.7812 0.1726 0.0507 0.2253
Catboost 91.7856 0.17521 0.0463 0.2152 87.8611 0.2244 0.0853 0.2921
LightGBM 38.8687 0.43944 0.3448 0.5872 35.7219 0.5468 0.4521 0.6723
XGBoost 99.99 0.00062 0.00000062 0.00079 99.99 0.00054 0.0000047 0.00069
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with the UCS. ,e feature importance of each input feature
is given as:

BTS� 5.050, ρw � -0.078, moisture� -6.457, and
ρd � 3.475.

6. Conclusion

UCS is one of the significant rock strength parameters and
has various applications in mining, geology, geotechnical
engineering, etc. An advanced data visualization model has
been established in order to depict the research findings of
various indirect tests to UCS. ,is study developed the four

gradient boosting machine learning algorithms such as GBR,
Catboost, LightGBM, and XGBoost for predicting UCS of
soft sedimentary rocks of Block-IX at ,ar Coalfield. ,e
application of these developed algorithms has rarely been
employed for the prediction of rock mechanical parameters,
especially UCS. In order to execute the gradient boosting
machine learning algorithms, the four significant input
parameters ρw in g/cm3; moisture in %; dry ρd in g/cm3; and
BTS in MPa are used as input parameter and the corre-
sponding UCS is employed as output parameter. Moreover,
106-point dataset was split identically for each algorithm
into 70% for the training phase and 30% for the testing
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Figure 14: Taylor diagrammatic representation of GBR, XGBoost, Catboost, and LightGBMmodels in the (a) training phase and (b) testing
phase.
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Figure 15: Sensitivity analysis of UCS dataset.
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phase. The d eveloped m odels w ere e xecuted i n python programing language. In this study, the performance of 
each developed algorithm was computed and as a result, XGBoost outperformed the GBR, Catboost, and 
LightGBM with R2 � 0.99, MAE � 0.00062, MSE � 0.0000006, and RMSE � 0.00079 in the training 
phase and R2 � 0.99, MAE � 0.00054, MSE � 0.0000005, and RMSE � 0.00069 in the testing phase. In addition, 
according to the Taylor di-agram, the standard deviation of the XGBoost is nearest to the original value of the 
standard deviation. Therefore, the XGBoost exhibits high accuracy in the training and testing phases, respectively. 
In this study, the developed XGBoost algorithm proved to be the best-fit algorithm for predicting the UCS of soft 
sedimentary rocks of the Block-IX at Thar Coalfield, Pakistan. Future work can be expanded employing different 
datasets to verify the more accuracy of the proposed algorithms.
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1. Introduction

*e estuary of a river is a free and partially enclosed coastal
waters that can freely exchange water with the deep sea [1, 2].
Due to the influence of marine civilization, the coast of the
estuary is already one of the most densely populated areas in
the world [3], and more than half of the world’s population
lives in estuaries and coastlines [4]. As a result, many estuary
areas have been damaged in many ways, including defor-
estation, overgrazing, and agricultural farming [5]. *e
estuarine area has been damaged in many ways, which
makes the soil barren and loose and easy to be washed away
by water [6]. Together with urban life and industrial
drainage and filling wetlands, sewage and animal face result
in too many nutrients in the body of the sea, which is the
primary cause of eutrophication [7, 8]. *e sediment
movement at the bottom of a river or estuary is one of the
key factors affecting the hydrodynamic force [9]. Waves will
be generated under the interaction between water and

seabed sediments, which in turn will create a free surface
with the air [10]. As an important factor of coastal hydro-
dynamic environment, waves control the dynamic processes
of sediment liquefaction, suspension, transport, deposition,
and consolidation [11]. Because of the important influence
of sediments on the seabed, it is very important to study the
effects of flow and sediment on the Haikou Port waterway
project [12]. From the upper reaches to the lower reaches of
the river, deposition processes continue to form throughout
the entire process until reaching the sea, and the speed is
slowed down under the influence of ocean forces [13]. With
the slow deposition of sediments near the estuary, different
forms of deltas emerge as the times require [14]. Previous
scholars have studied the dynamic model and numerical
simulation of the formation of the maximum turbidity zone
in the estuary, which provides the necessary theoretical
support for its future development [15].

Because the river estuary is closely related to human life,
the hydrodynamics of the estuary has always been a topic of
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interest among domestic and foreign researchers [16]. At
present, the related research work is mainly carried out from
the following aspects. Some scholars have studied the re-
search methods of hydrodynamic problems [17]. In the
theoretical study, under certain conditions, the activity of
upper water in shallow water area is very regular. At the
same time, the activity of the upper water affects the fluid in
the lower sediment and is penetrated by the two-fluid model
[18, 19].*e researchers introduced longitudinal irregularity
into the model, refined mud in the multilayer structure, and
studied laminar flow sediment. In the aspect of experimental
research, researchers from the research institute have
completed the experimental research on the interaction
between waves and sediments [20, 21]. In the process of wave
attenuation and sediment transport, scholars have observed
the final results under different conditions [22]. In the aspect
of numerical simulation, some researchers use the numerical
simulation method to study the wave motion under the
action of waves and use numerical simulation method to
study the submarine flow with a lot of soil [23, 24]. A finite
differencemethod is used to calculate the two-layer structure
of a viscous fluid system under pulsating action [25].
Generally speaking, the numerical study of free surface water
sediment interaction in estuaries is rarely applied [26].

In this paper, the RSM turbulence model and the PID
algorithm are used to study the dynamic model and nu-
merical simulation of the formation of turbidity maximum
zone in the estuary. *e research work of these two aspects
has been completed. *e research is divided into three parts.
Firstly, the multiresolution mesh subdivision model of

turbidity maximum zone in digital estuary is established.
Secondly, the RSM turbulence model is optimized by PID
algorithm. Finally, the simulation calculation is carried out
and good results are obtained.

2. Methodology

2.1. RSM Turbulence Model. *e RSM turbulence model is
often used to solve the Reynolds pressure for the second-
order moment turbulent flow equation, as shown in Figure 1
[27]. In the RSM turbulence model, the constant of an
equation is ui

′uj
′. *is constant is mainly used to further

improve the accuracy of the Reynolds pressure solution for
the second-order moment turbulent flow equation [28]. By
setting different ui

′uj
′ values, the purpose of precisely

adjusting the fluctuation coefficient of the flow equation of
the second-order moment turbulent flow is achieved [29] so
that the Reynolds pressure of the flow Equation of the
second-order moment turbulent flow can be more accu-
rately obtained in the calculation process [30]. It is worth
noting that there are many unstable factors in the flow
equation of the second-order moment turbulence. *ese
unstable factors make the calculation result of the second-
order moment turbulent flow equation biased, so some
effective measures must be taken to close the flow equation
[31].

*e RSM turbulence model mathematical calculation
equation is as follows, and the obtained outputs are shown in
Figure 2:

z

zt
ρui
′uj
′  +

z
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′ 
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+
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μ
z

zxk

ui
′uj
′  
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Pij

− ρβ giuj
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′θ 
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Gij

+ p
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′

zxj

+
zuj
′

zxi

 

√√√√√√√√√√√√
φij

− 2μ
zui
′

zxk

zuj
′

zxk√√√√√√√√
εij

−2υΩk uj
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′εikm + ui

′um
′εjkm 

√√√√√√√√√√√√√√√√√√√√√√√√
Fij

.

(1)

In equation (1), only DT,ij, Gij, φij, and εij need to es-
tablish a corresponding mode to close the aspect, and
variables Cij, DL,ij, Pij, and Fij do not need to sealing
treatment.

According to the RSM turbulence model, the following
model of gradient divergence can be established:

DT,ij � Cs

z

zxk

ρ
kuk
′uk
′

ε
zui
′uj
′

zxl

⎛⎝ ⎞⎠. (2)

However, due to the existence of many uncertainties in
the gradient divergence model itself, the stability of the

equation is not satisfactory. *erefore, the equation is
simplified as follows:

DT,ij �
z

zxk

μt

σk

zui
′uj
′

zxk

⎛⎝ ⎞⎠. (3)

*e simplified equation can be obtained using plane
shear flow.

After obtaining the σk value, the linear stress-strain φij

value in the equation can be further obtained:

φij � φij,1 + φij,2 + φij,ω, (4)

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Numerical Analysis and Simulation of Maximum Turbidity... J. Acharya et al.514



m
p

h

Ra

(a)

m
p

h

Ra

(b)

m
p

Ra

H

WRsm x

z

h

H∗

(c)

m
p

Ra

H

W
Rsm x

z

h

H∗

(d)

m
p

Ra

H

W
Rsm

Hot side (T = 393.15K)

x

z

h

H∗

(e)

Figure 1: RSM turbulence model diagram.
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Figure 2: Continued.
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In equation (4), the variable φij,1 is mainly used to ex-
press the slow pressure strain term, the variable φij,2 is
mainly used to express the fast stress-strain term, and the
variable φij,ω is mainly used to represent the wall reflection
term. *e variables in the above equation are calculated as
follows.

*e calculation equation for the slow pressure strain
item φij,1 is as follows:

φij,1 � −C1ρ
ε
k

ui
′uj
′ −

2
3
δijk . (5)

*e calculation equation for the stress-strain item φij,2 is
as follows:

φij,2 � −C2 Pij + Fij + Gij − Cij  −
2
3
δij(P + G − C) .

(6)

Among them, Pij, Fij, Cij, and Gij are given in equation
(6). Moreover, P � 1/2Pkk, G � P � 1/2Gkk, and C � 1/2Ckk.

*e calculation equation of the wall reflection term φij,ω
is more complicated than the calculation equation of the
slow pressure strain term φij,1 and the calculation equation
of the fast stress-strain term φij,2. *e specific calculation
equation is as follows:

φij,ω � C1′
ε
k

uk
′um
′nknmδij −

3
2

ui
′uk
′nknj −

3
2

uj
′uk
′nkni 

k
3/2

Clε d

+ C2′
ε
k

φkm,2nknmδij −
3
2
φik,2nknj −

3
2
φjk,2nkni 

k
3/2

Clε d
,

(7)

where nk is mainly used to represent a unit in the wall and d

is the distance to the wall.
*e calculation equation for the variable Gij is as follows:

Gij � β
μt

Prt

gi

zT

zxj

+ gj

zT

zxi

 , (8)

where the variable Prt is mainly the actual Prandtl number
used to represent turbulence. In general, the value of Prt is
mainly 0.85. *e variable β is used to represent the thermal
expansion coefficient of turbulent flow. Turbulence in the
ideal state can be calculated directly by using the following
equation:

Gij �
μt

ρPrt

gi

zρ
zxj

+ gj

zρ
zxi

 . (9)

*e calculation equation for the divergent tensor εij is as
follows:

εij �
2
3
δij ρε + YM( , (10)

In the above equation, variable YM � 2ρεM2
t belongs to a

diffusion term, so the actual calculation equation of its
trickle Mach number is as follows:

Mt �

��
k

a
2



, (11)

where the variable a is mainly used to express the speed of
sound. *e ideal turbulent divergence rate ε can be calcu-
lated directly by using the following equation k − ε:

z

zt
(ρε) +

z

zxi

ρεui(  �
z

zxj

μ +
μt

σε
 

zε
zxj

 

+ Cε1
1
2

Pii + Cε3Gii 
ε
k

− Cε2ρ
ε2

k
.

(12)

*e calculation equation for the eddy viscosity coeffi-
cient μt is as follows:

μt � ρCμ
k
2

ε
. (13)
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Figure 2: *e calculation process between different variables of the RSM turbulence model.
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u(t) � Kp e(t) +
1
TI


t

0
e(t)dt + TD

de(t)

dt
 , (14)

where u(t) is the output of the algorithm, e(t) is the de-
viation of the system’s given quantity and output, KP is the
proportional coefficient, TI is the integral time constant, and
TD is the differential time constant. *e corresponding
transfer function is

G(s) � Kp 1 +
1

TIs
+ TDs . (15)

*e functions of the proportional regulator, integral
regulator, and differential regulator are as follows. Firstly,
the proportional regulator: the proportional regulator is to
prevent the control parameters from deviating during the
control process, thus causing the control error to occur [16].
If a control error occurs in the actual control process, the
proportional regulator controls and adjusts according to the
corresponding principle to minimize the deviation [17].
Secondly, proportional-integral regulator: in the process of
proportional adjustment, there will be a static difference
[18]. In order to compensate for the influence of the control
caused by the static difference, a proportional-integral
regulator is required for adjustment. It adjusts the control
quantity by the deviation, and the deviation can also ac-
cumulate, that is to say there is regulation as long as the
deviation is not zero. *e greater the deviation, the greater
the score and the larger the adjustment range [19]. *e
adjustment process is completed when the deviation is zero.
In the actual adjustment process, it is also possible to slightly
reduce the adjustment range in order to ensure the stability
of the control. *irdly, a proportional-integral derivative
regulator exists to allow the control process to be completed
in the shortest possible time. *e deviation in the control

process is analyzed. According to the predicted deviation
situation, the control is adjusted, which can minimize the
adjustment range and ensure the normal operation of the
system [20].

Because of the control characteristics of the industrial
system itself, deviation analysis should be performed
according to the sampling conditions at the time when the
system is running. *erefore, the circumscribed rectangular
method is used for numerical integration, and the first-order
backward difference is used for numerical differentiation
[21]:

ui � Kp ei +
T

TI



i

j�0
ej +

TD

T
ei − ei−1( ⎡⎢⎢⎣ ⎤⎥⎥⎦. (16)

If the sampling period is small enough, this discrete
approximation is quite accurate. In equation (16), ui is the
full output, which corresponds to the position that the ac-
tuator of the controlled object should reach at the sampling
time of the ith time. *erefore, equation (16) is called a PID
position type control equation, as shown in Figure 3.

It can be seen that when ui is calculated as above, the
output value is related to all the past states. When what the
actuator needs is not the absolute value of the control
quantity but its increment, the following equation can be
derived:

Δui � ui − ui−1 � Kp ei − ei−1 +
T

TI

ei +
TD

T
ei − 2ei−1 + ei−2(  

(17)

or

ui � ui−1 + Kp ei − ei−1 +
T

TI

ei +
TD

T
ei − 2ei−1 + ei−2(  .

(18)

Equation (4) is called an incremental PID control
equation. Equation (5) is called a recursive PID control
equation. *e quantitative control equation has the fol-
lowing advantages. First, the computer only outputs the
control increment, that is, the change in the position of the
actuator, so the influence of the malfunction is small. Sec-
ond, the output ui at time i only needs to use the deviation at
this moment, the previous moment, the deviation ei−1 and
ei−2 of the first two moments, and the previous output value
ui−1, which greatly saves memory and calculation time [22].
*ird, when the manual-automatic switching is performed,
the control volume has a small impact and can be smoothly
transitioned. *e computer of the control process requires
strong real-time performance. When the microcomputer is
used as a digital algorithm, the necessary methods must be
used to speed up the calculation due to the restrictions on
word length and operation speed.*emethod of simplifying
the equation is described below [23].

According to the recursive PID Equation represented by
equation (5), each time the computer outputs ui, four ad-
ditions, two subtractions, four multiplications, and two
divisions are performed. *e equation is slightly consoli-
dated and written as follows:

2.2. PID Algorithm. As early as in the 1930s, researchers 
proposed PID algorithms. After years of development, their 
practical application in industrial control has been quite 
abundant. Because of its relatively simple organizational 
structure, it is easy to improve. It is adaptable to all kinds of 
complicated situations. The related supporting control 
methods are also very efficient. In the process of industrial 
control, there are a lot of factors that will affect it [14]. The 
control process is adjusted at any time according to the 
actual situation, and the supporting control parameters are 
constantly changing, so it is very suitable to use the PID 
algorithm to control it, and the PID development process is 
also relatively easy. In the process of development, the 
parameters can be changed at any time according to the 
actual situation, which shows a very good flexibility, and it 
can adapt to any excessively redundant, as shown in Figure 3 
[15].

The PID algorithm is a linear regulator. By linear 
combination, this regulator constitutes the control quantity 
by the ratio (P), integral (I), and derivative (D) of the control 
deviation c � r − y, which is composed of the set point r of 
the system and the actual output value y. Therefore, it is 
abbreviated as PID algorithm. The simulation PID control 
law in the continuous control system is
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Figure 3: PID algorithm. (a) PID algorithm linear adjustment process. (b) PID position control algorithm.
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ui � ui−1 + Kp 1 +
T

TI

+
TD

T
 ei − Kp 1 +

2TD

T
 ei−1

+ Kp

TD

T
ei−2 � ui−1 + a0ei − a1ei−1 + a2ei−2.

(19)

In equation (19), the coefficient a0, a1, and a2 can be
calculated discretely, thereby speeding up the operation of
the algorithm program.

3. Results and Discussion

*e RSM turbulence model and the PID algorithm are
mainly used to simulate and study the dynamic model and
numerical experiment of turbidity maximum zone in es-
tuary. *e specific contents of the numerical simulation
study include the following aspects. Firstly, a multiresolution
grid subdivision model for the largest turbid zone of the
digital river inlet is constructed. Secondly, the PID algorithm
is used to optimize the RSM turbulence model and for
simulation calculation [24].

Before conducting the research, the digital modeling of
river estuaries is required. According to the distribution and
characteristics of the river bodies in the study area, one or
more satellite remote-sensing data sources, such as GF-1,
GF-2, Landsat TM/ETM+, HJ-1A, and HJ-1B, can be se-
lected. *e single-wavelength threshold method, the water
body index method, the classification method based on
statistics and machine learning, the decision tree classifi-
cation method based on prior knowledge or the object-
oriented classification method are used to extract water, and
the extracted water body is vectorized. *e remote-sensing
image data are used to effectively identify the river boundary
line, as shown in Figure 4 [25].

Considering that the river channel is long and narrow, in
the visualization process, the spatial position of the view-
point changes, and only the local river area can be observed.
*e other areas are outside the computer window. If the
river is modeled uniformly and the river is carefully observed
during the process of roaming, the proportion of rivers
outside the field of view is large [26]. If this part of the river is
synchronized, it will inevitably affect the real-time inter-
action. *erefore, the river is first partitioned. If during the
change of viewpoint, the river is not in the window, and it

will be unloaded without rendering [27]. Partition can be
conducted through the aspect ratio of the window. *e
multiresolution grid subdivision model of the largest turbid
zone in the digital river inlet is shown in Figure 4.

After completing the digital modeling of the river es-
tuary, the corresponding sensor equipment can be used to
collect data on the most turbid zone of the river inlet. *e
AT89S52 chip is mainly used to make the corresponding
data acquisition device placement, and all-weather data
acquisition is conducted in the key position identified in
Figure 4 [28]. AT89S52 is a small and has high performance
and low power chip introduced by STC. *e chips use the
main features of flash memory technology, reducing the cost
of production. Its software and hardware are fully com-
patible with the MCS-51-related manufacturing technology,
making development and testing easier and providing in-
telligent flexibility and cheap solutions for many embedded
control systems. *e AT89S52 has the following features
[29]. First, the AT89S52 and MCS-51 microcontrollers are
fully compatible with the instruction set and pins. Second, an
on-chip 4k byte line can reprogram Flash program memory.
*e working range of AT89S52 is 0Hz∼24MHz. In addition,
it also has the following characteristics: three-level program
memory encryption, with 128× 8 bit internal RAM with
32 bit bidirectional input and output lines. It has not only
two 16 bit timers/counters but also five interrupt sources and
two interrupt priorities and full duplex asynchronous serial
ports [30].

After obtaining a large amount of data, it is necessary to
use the corresponding mathematical model to excavate the
contents of these data, thus obtaining the dynamic model of
the formation of the largest turbid zone in the river mouth
[31]. For river data mining, the most common in the in-
dustry is the use of RSM turbulencemodels for mathematical
modeling. However, this model not only is computationally
complex but also lacks accuracy in the calculation of low
Reynolds pressures. *erefore, the PID algorithm is used to
optimize the RSM turbulence model to obtain a simpler and
more accurate turbulence model. *e optimization process
is as follows.

*e equation for the RSM turbulence model is shown
below:

z

zt
ρui
′uj
′  +

z

zxk

ρukui
′uj
′ 

√√√√√√√√√√√√
Cij

� −
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zxk

ρui
′uj
′uk
′ + p δkjui

′ + δikuj
′  

√√√√√√√√√√√√√√√√√√√√√√√√√√√√
DT,ij

+
z

zxk

μ
z

zxk
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′uj
′  

√√√√√√√√√√√√√√√√
DL,ij

− ρ ui
′uk
′
zuj

zxk

+ uj
′uk
′ zui

zxk

 

√√√√√√√√√√√√√√√√√√√√
Pij

− ρβ giuj
′θ + gjui

′θ 
√√√√√√√√√√√√√√

Gij

+ p
zui
′

zxj

+
zuj
′

zxi

 

√√√√√√√√√√√√
φij

− 2μ
zui
′

zxk

zuj
′

zxk√√√√√√√√
εij

−2υΩk uj
′um
′εikm + uj

′um
′εjkm 

√√√√√√√√√√√√√√√√√√√√√√√√
Fij

.

(20)
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In equation (20), the variables DT,ij, Gij, φij, and εij need
to establish a corresponding mode for closing operation, and
the variables Cij, DL,ij, Pij, and Fij do not need sealing
treatment.

For this model, the PID equation can be used to optimize
the derivative. It is supposed that there is a quadratic
polynomial as follows:

p2(x) � a0 + a1x
1

+ a2x
2
. (21)

*e difference f is at points x0, x1, and x2, that is, the
local coordinate system is used to make xi � 0, xi+1 � h, and
xi+2 � 2h; then,

f xi(  � a0 + a1xi + a2x
2
i � a0,

f xi+1(  � a0 + a1xi+1 + a2x
2
i+1 � a0 + a1h + a2h

2
,

f xi+2(  � a0 + a1xi+2 + a2x
2
i+2 � a0 + a1(2h) + a2(2h)

2
.

(22)

*ese three equations with three unknowns can be
converted into

a0 � f xi(  � f(0),

a1 �
−f xi+2(  + 4f xi+1(  − 3f xi( 

2h

�
−f(2h) + 4f(h) − 3f(0)

2h
,

a2 �
f xi+2(  − 2f xi+1(  + f xi( 

2h
2

�
f(2h) − 2f(h) + f(0)

2h
2 ,

(23)

where ai, i � 1, 2, 3, are obtained, and equation (1) is derived:

f′(x) � a1 + 2a2x. (24)

*en, the expression is calculated in A; then, we obtain

f′(x) �
−f xi+2(  + 4f xi+1(  − 3f xi( 

2h
. (25)

Regarding the point x, f is smooth enough; then, the
Taylor series expansion of f can be expressed as

f(x + h) � f(x) + h
d

dx
f(x) +

h
2

2!

d
2

dx
2 f(x) +

h
3

3!

d
3

dx
3 + · · · .

(26)

*e function f(x) on the right side of (10) is moved to
the left side of (10); then, it is divided by h to get the standard
deviation quotient:

f(x + h) − f(x)

h
�

df(x)

dx
+

h

2!

d
2
f(x)

dx
2 +

h
2

3!

d
3
f(x)

dx
3 + · · · .

(27)

Let h⟶ 0; the items in braces disappear. Defined by
derivative, then

f′(x) ≈
f(x + h) − f(x)

h
. (28)

At this time, the difference quotient
(f(x + h) − f(x))/h is used to replace f′(x), resulting in an
error:

f′(x) −
f(x + h) − f(x)

h




�

h

2!

d
2
f(x)

dx
2 +

h
2

3!

d
3
f(x)

dx
3 + · · ·




.

(29)

A linear operator from equation (29) is extracted:

T(f) �
h

2!

d
2

dx
2 +

h
2

3!

d
3

dx
3 + · · · f(x). (30)

At the same time, according to different representatives,
the error between the corresponding differential operator
Df � df/dx and the approximate linear operator Dhf �

(f(x + h) − f(x))/h is constructed. *e truncation error
obtained here represents the error in the linear operator L.
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Figure 4: Digital estuary. (a) Remote-sensing image of river boundary. (b) Multiresolution mesh subdivision model for maximum turbidity
zone. (c) Dynamic model simulation results of the maximum turbidity zone formed in the estuary of the river.
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T(φ) � L − Lh( φ


≤Ch
p
,∀φ ∈ C

m
,∀h< h0. (31)

*en, Lh has a truncation error of O(hp).
In equation (32), the limit value for any smooth f and

sufficiently small h is calculated:

lim
h⟶0

T(f) � h
f″
2




. (32)

Formally, because of this, when the variable approaches
infinity to zero, the truncation error can be defined by the
convergence given by the method given in (31). Formally
because of this, truncated error is T(f). When the variable h

approaches infinity to zero, the convergence of O(h) can be
defined by the method given in (31).

When h3f(4)/6 + · · · is much smaller than hf″/2, f′is
calculated to find its approximate value. If the second de-
rivative of function f is much less than the other derivative
within the effective range, then

0<|f″(x)|≪ f
(n)

(x)


, n> 2. (33)

*e Taylor series of function B is solved at point A:

f(x + h) � f(x) + hf′(x) +
h
2

2!
f″(x)

+
h
3

3!
f′″(x) +

h
4

4!
f

(4)
(x) + · · · .

(34)

*e simulation equation for the dynamic model formed
by the largest turbid zone in the river inlet is obtained:
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(35)

At this time, the data information acquired by the
sensing device is substituted into the simulation equation of
the power mode to calculate, and the results can be obtained.

In this paper, through numerical simulation and theo-
retical analysis, the dynamic flow formed by the solid-liquid
turbid zone in the estuary is simulated and calculated, and
the best operating parameters are obtained through in-
dustrial test, and the automatic control of numerical pre-
diction is realized. *e specific conclusions are as follows.

*e RSM turbulence model and PID algorithm are used
to calculate the dynamic model and numerical simulation of

the formation of turbidity maximum zone in the estuary, 
and the turbulent flow is s tudied. The r esults s how that only 
the Reynolds s tress model can give the correct tangential, 
axial, and r adial velocity distribution. The RSM model can 
also give the r esults close to the actual r esults in a certain 
range, but the numerical prediction r esults for the r adial 
and conical s ections of the dynamic model are not 
reasonable. In order to describe the turbulent internal flow 
accurately, the Reynolds s tress model must be used.

4. Conclusions

Due to the influence o f m arine c ivilization, e stuarine and 
coastal areas have become one of the most densely 
populated areas in the world. More than half of the world’s 
population live in estuaries and coastlines. Due to the 
influence of human activities and the natural movement 
of the river itself, a very complex water environment is 
produced at the estuary. The rich diversity of sediments 
and the changes of water flow b ring g reat c hallenges t o t 
he m anagement of estuaries. The RSM turbulence model 
and PID algorithm are used to study the dynamic model and 
numerical simulation of the formation of the turbidity 
maximum zone in the estuary. The r esearch w ork o f t 
hese t wo a spects h as been completed. Firstly, the 
multiresolution mesh subdivision model of turbidity 
maximum zone in digital estuary is established. 
Secondly, the PID algorithm is used to optimize the RSM 
turbulence model, and the simulation results are good. 
Based on the RSM turbulence model and PID algo-rithm, 
a multiresolution mesh subdivision model for tur-bidity 
maximum area of digital estuary is studied. It has its unique 
advantages. In order to overcome the shortcomings of static 
hydraulic control, it is necessary to improve the real-time 
control. The r eal-time p erformance o f turbulence 
simulation control system is related to the accuracy of 
output and the synchronization of multichannel, which 
determines the performance of the system to a certain 
extent. At present, there are still some problems in the 
synchronization of the model, which leads to the instability 
of the start-up and stop of the system. In order to solve 
this problem, on the one hand, we need to improve the 
real-time performance of the system and, on the other 
hand, we need to develop new software algorithms to 
solve this problem.
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1. Introduction

During the road reconstruction design of pavement, it is
necessary to know the equivalent resilient modulus of the
existing pavement or the top surface of the foundation. In
fact, the equivalent resilient modulus is characterized by the
ability to resist the load of a multilayer system composed of
soil foundation, graded crushed stone, and cement stabilized
crushed stone; these materials have different modulus and
thicknesses. *erefore, it is necessary to transform the
multilayer structure system into a 2-layer or 3-layer
equivalent semi-infinite homogeneous space system
according to the equivalent physical principle of deflection
value and flexural stress [1–3]. At present, most studies

mainly focus on solving the equivalent resilient modulus of
the foundation or the cement concrete. *e conversion
formula of the equivalent resilient modulus of the foun-
dation was modified according to the equivalent principle of
deflection and introduced the correction coefficient of the
influence of the load action radius; this formula is suitable
for conversion of equivalent resilient modulus of the top
surface of the base layer [4–6]. A method to calculate the
equivalent resilient modulus of the top surface of the cement
concrete pavement base layer was proposed based on dif-
ferent equivalence principles such as deflection, flexural
stress, and temperature [7–11]. Besides, the influence of the
contact situation between layers on the calculation results
was also considered, but the calculation result based on the
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ABSTRACT

Based on the modulus inversion theory and the equivalent principle of deflection basin, the obtained equivalent resilient 
moduli of different structural layers in three different structures (a semi rigid type Asphalt pavement and two inverted 
asphalt pavements) were compared by analyzing the deflection basin data of each structure layer measured by the FWD. 
Simultaneously, the inversion approach was employed to change the current theory formula using the computed equivalent 
resilience modulus of the top surface of the structural layer. The results show that the calculated equivalent resilient 
modulus of the top surface of the cushion layer has a small error using both the inversion method and the theoretical 
calculation method, but the theoretical calculation method overestimates the equivalent resilient modulus of the top 
surface of the cement stabilized crushed stone layer and the top surface of the graded crushed stone transition layer, 
especially for the inverted asphalt pavement. The comparable result of the inversion method, on the other hand, is closer to 
the value in real engineering. The influence of the thickness of the cement stabilized crushed stone layer on the equivalent 
resilient modulus of the cushion layer must be considered when determining the equivalent resilient modulus of the 
cushion layer, and the inverted asphalt pavement structure should adopt a thicker asphalt layer to reduce modulus 
deviation; at the same time, the more structural layers and the larger the difference in the interlayer modulus ratio, the 
larger the deviation of the equivalent resilient modulus of the top surface. The inversion method may be used to calculate 
the equivalent resilience modulus of each structural layer of an inverted and semi rigid asphalt pavement, and the results 
can be used to build an asphalt pavement structure reconstruction.
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bending-tension stress and temperature was poor; partic-
ularly, it is difficult to effectively monitor bending-tension
stress, and the equivalent principle based on the deflection
value has a wide range of applications. Jiang and Yao [12]
and Tan et al. [13] proposed the approximate conversion
formula of the multilayer structure under different load
forms (single circle, double circle wheel load) and regressed
the calculation formula of the equivalent modulus of the top
surface of the double-layer structure under different inter-
layer contact conditions (smooth, continuous). Vakili [14]
established an equivalent modulus calculation model for
simple pavement structure layer (the pavement structure
layer on the subgrade is regarded as a two-layer elastic
layered system) and verified the accuracy of the model using
the inversion method (the ratio of pavement equivalent
modulus to subgrade modulus).

In the structure design of cement concrete pavement, the
equivalent resilient modulus of the top surface of the
structural layer needs to be solved; the existing research
mainly focuses on the equivalent resilient modulus of the top
surface of the cement concrete pavement or soil foundation
[15–20], but the asphalt material pavement has obvious
viscoelastic properties; the influence of temperature must be
considered in calculation or correction; besides, due to the
high complexity of structural and material properties, there
are relatively few studies on the equivalent resilient modulus
of asphalt pavement. Based on the design method of the
overlay layer, Guo et al. [21] calculated the minimum
equivalent resilience modulus of the top surface of the
crushed layer under different structural combinations and
did not study the calculation method of the equivalent
resilience modulus. According to the theory of section
bending stiffness, Tan and Yu [22] studied the equivalent
resilient modulus of asphalt surface layer and considered the
contact conditions between different layers. In addition, by
comparing the inverse calculated modulus of the indoor
dynamic triaxial test, rotary compaction molding, and the
test road structure, Xu et al. [23] studied the correction
coefficient of the modulus inversion value. Cao et al. [24]
research showed that the structure of the inverse asphalt
pavement was more complex, and the traditional modulus
inversion error was larger than the inversion value of the
semirigid asphalt pavement; besides, the layer-by-layer in-
version method can improve the accuracy of the modulus
inversion. Considering the current equivalent resilience
modulus research is mainly based on the theoretical cal-
culation and analysis of semirigid asphalt pavement, without
too much field verification, in this paper, by testing the
dynamic deflection of three pavement structures by layer,
the equivalent resilient modulus of the top surface of the
cushion layer, the top surface of the base layer, and the top
surface of the transition layer was determined using the
inversion method, which was also used to correct theoretical
calculation formula, providing the basis for the road overlay
design of the semirigid asphalt pavement and inverted as-
phalt pavement.

2. The Test Pavement Structure and Equivalent
Resilient Modulus Inversion Method

2.1. &e Test Pavement Structure. *e test section of Sui-
Guang Expressway adopted two kinds of structural forms,
the semirigid asphalt pavement (S1) and inverted asphalt
pavement (S2 and S3), as shown in Table 1. *e traffic grade
of Sui-Guang Expressway is heavy traffic grade.

2.2. &eoretical Calculation Method for Determining Equiv-
alent Resilient Modulus. While using the theoretical cal-
culation method to calculate the equivalent resilient
modulus, firstly, the structural layer is converted into an
equivalent single-layer structure (Figure 1); then, the
equivalent resilient modulus of the top surface of the
cement stabilized crushed stone layer is calculated as
follows [1]:

Et � ah
b
xE0

Ex

E0
 

1/3

,

a � 6.22 1 − 1.51
Ex

E0
 

− 0.45
⎡⎣ ⎤⎦,

b � 1 − 1.44
Ex

E0
 

− 0.55

,

(1)

where Et represents the equivalent resilient modulus of the
top surface of the cement stabilized crushed stone layer
(MPa), Ex represents the modulus of cement stabilized
crushed stone layer (MPa), Hx represents the thickness of
cement stabilized crushed stone layer (m), E0 represents the
resilient modulus of the top surface of the graded crushed
stone cushion layer (MPa), and a and b are regression co-
efficients relating to Ex/E0.

In addition, the equivalent modulus of the top surface of
the graded crushed stone cushion layer is calculated using
formulas (2) and (3) in the “Standard for Design of Highway
Cement Concrete JTG D40-2011.”

E2t �
E3

E4
 

α

E4, (2)

α � 0.86 + 0.26Inh3, (3)

where E2t represents the equivalent modulus of the top
surface of the graded crushed stone cushion layer (MPa), E3
and h3 represent the modulus (MPa) and thickness (m) of
the graded crushed stone cushion layer, respectively, E4
represents the modulus of the soil foundation (MPa), and a
is the regression coefficient. Besides, while calculating the
equivalent modulus of the top surface of the graded gravel
transition layer using (2) and (3), the lower structure is used
as the base.
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2.3. &e Method of Determining the Equivalent Resilient
Modulus Based on Deflection. During the calculation of the
equivalent resilient modulus, the calculated theoretical
equivalent modulus through multiple double-layer con-
version is greater than the result of one double-layer con-
version [8, 25], and it was believed that the deviation of the
calculation results of these two conversion methods is
mainly due to the difference in load distribution on the top
surface of different structural layers, which means the actual
load effect is smaller and the load distribution on the top
surface of each structural layer is mostly in the shape of bell
rather than the uniform distribution. *erefore, in order to
prevent the overestimation of equivalent modulus using
multiple double-layer conversions and tomake it conform to
the actual field value, the inversion method was proposed in
this paper. Based on the theory of elastic layered system, the
inversion method adopts the tested deflection of the top
surface of each structural layer by FWD as the basic data and
regards the modulus of each structural layer calculated with
the aid of the inversion program as the structural layer
modulus; moreover, the designated structural layer and
lower structural layer are considered as one layer, to de-
termine the equivalent resilient modulus of the top surface of
the designated structural layer using the inversion method
again. While using the inversion method to determine the
equivalent resilient modulus, the variable is only the
equivalent resilient modulus, which avoids the tedious
process of multiple double-layer conversions, reduces the
variable number, and improves inversion accuracy. *e
existing pavements are often unable to test the top surface

deflection and sink of the top surface of each structural layer,
and the modulus can be inverted based on the deflection and
sink of road surface.

A more advanced iteration method was adopted, in
which based on the assumed structural layer modulus, the
theoretical deflection basin is calculated using the me-
chanical calculation method. By analyzing the difference
in deflection basin between the actual measurement and
the theoretical calculation, the new assumed combination
of structural layer modulus is determined; then, the
calculation is repeated until the mean square error be-
tween the measured and the theoretical deflection basin
reached the minimum value, and the ending condition is
set as the iterations number or the preassumed conver-
gence accuracy [26].

3. Deflection Data of Different
Pavement Structures

Following the “ Field Test Regulations of Highway Subgrade
and Pavement” (JTGE60-2008), the PRIMAX1500 FWD
(Figure 2) was used to test the dynamic deflection basin of
the top surface of the base layer, the graded crushed stone
transition layer, the lower layer, the middle layer, and the
upper layer. *e distance between the sensor and the center
of the loading plate is shown in Table 2. *e FWD test of the
cement stabilized crushed stone base layer is performed
30 days after its construction is completed, and the subse-
quent test intervals of each layer are within 48h.

Table 1: *e structure of the test section.

Pavement structure S1 (semirigid structure) S2 (inverted structure 1) S3 (inverted structure 2)
*e asphalt mastic macadam SMA upper
surface layer (cm) 4

*e SBS modified asphalt AC-20C middle
surface layer (cm) 6

*e lower surface layer *e type Asphalt AC-20C *e SBS modified asphalt AC-20C ATB-25
*e thickness (cm) 8 8 12

*e graded crushed stone transition layer
(cm) — 12

*e cement stabilized crushed stone base
(cm) 28 20

*e cement stabilized crushed stone subbase
(cm) 28 24 20

*e graded crushed stone cushion layer (cm) 15 15 15
*e total pavement thickness (cm) 89 89 89

Asphalt layer

Deflection equivalent principle
E2 h2 μ2

E1 h1 μ1

E0 μ0

Asphalt layer

Et

Figure 1: Conversion model of equivalent principle of deflection.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Analysis of Resilient Modulus Inversion... F. Das et al.525



4. Comparison of Calculated Equivalent
Modulus of Different Structures

4.1. Calculation and Comparison of Equivalent Resilient
Modulus of Top Surface of Cushions with Different Structures.
Based on the deflection basin data of the top surface in the
FWD test, the inversion method and theoretical calculation
method were used to determine the equivalent resilient
modulus of the cushion top surface, as shown in Tables 3 and
4. For the three test sections, the roadbed and graded
crushed stone cushions layers all adopt the same con-
struction technology, raw materials, and construction team.
*e tested roadbed is uniformly compacted, and its com-
paction is greater than 96%, with a maximum of 98.3%, and
an average of 97.4%. *e compaction of graded crushed
stone cushions layer is greater than 97%, with a minimum of
97.9%, a maximum of 108.4%, and an average of 102%. In
theory, the equivalent resilience modulus of the top surface
of any cushion in the test section should be basically the
same. However, the equivalent resilience modulus deter-
mined by the inversion method or theoretical calculation
method is not the same, structure S3< structure
S2< structure S1. At the same time, the thickness values of
the cement stabilized crushed stone layer of structure S1,
structure S2, and structure S3 are 56 cm, 44 cm, and 40 cm,
respectively. It can be inferred that the thickness of the
cement stabilized crushed stone layer affects the inversion
result of the equivalent resilient modulus. With the theo-
retical calculation method, the calculated equivalent mod-
ulus of the top surface of structure S1 cushion layer is 1.11
times that of structure S2 and 1.28 times that of structure S3;
at the same time, with the inversion method, the determined
equivalent modulus of the top surface of structure S1
cushion layer determined is 1.16 times that of structure S2

and 1.40 times that of structure S3; it can be seen that when
the thickness of the cement stabilized crushed stone layer is
thin, for the same decrease of the thickness of the cement
stabilized crushed stone layer, the reduction in the equiv-
alent modulus of the cushion top surface is greater than that
of thick cement stabilized crushed stone layer. Besides, the
decrease of the equivalent modulus of the cushion top
surface determined by the inversion method is more than
the result of the theoretical calculation method, suggesting it
is important to accurately test the thickness of the cement
stabilized gravel layer for using the inversion method to
determine the equivalent modulus of the top surface of
cushion layer.

*e difference in the determined equivalent resilient
modulus of the cushion top surface between the theoretical
calculation method and the inversion method was structure
S3< structure S2< structure S1, but the absolute values of
the deviation were all within 10%, so it can be concluded that
the equivalent resilient moduli determined by these two
methods are basically the same, and they can be used to
determine the equivalent resilient modulus of the top surface
of cushion layer of semirigid asphalt pavement and inverted
asphalt pavement.

4.2. Calculation and Comparison of Equivalent Resilient
Modulus of the Top Surface of Different Base Structures.
Based on the FWD deflection basin data, the equivalent
resilient modulus of the top surface of the base layer was
determined using the inversion method and theoretical
calculation method, as shown in Tables 5 and 6. It can be
seen that the equivalent resilient modulus of the top surface
of the base layer of structure S1 was greater than that of
structures S2 and S3, and the value of structure S3 was the
smallest. When FWD is subjected to the top surface of the
asphalt layer, the thickness and characteristics of the asphalt
layer (such as temperature) will affect the equivalent resilient
modulus value of the top surface of the base layer. According
to Table 6, for structure S1, based on the deflection basin data
of the top surface of the lower layer tested by FWD, the
equivalent resilient modulus of the base layer top surface
determined by the inversion method was 1.38 and 1.37 times
that based on deflection basin data of the top surface of the
middle layer and the upper layer; at the same time, its value
determined by the theoretical calculation method was 1.64
times and 1.59 times that based on deflection basin data of
the top surface of the middle layer and the upper layer.

In addition, compared with the theoretical calculation
method, the deviation value of the equivalent resilient
modulus of the top surface of the cushion determined by
the inversion method (Table 3) is significantly smaller than
that of the equivalent resilient modulus of the base layer top
surface (Tables 5 and 6). *e equivalent resilient modulus
of the top surface of the cushion is the equivalent of the
modulus of the subgrade and the graded crushed stone
cushion layer, their modulus ratio was less than 3, and the
thickness of the cushion layer was small. *e subgrade is a
half-space infinite elastic body, and the equivalent resil-
ience modulus of the top surface of the cushion layer is

Figure 2: FWD field testing.

Table 2: *e distance between the sensor and the center of the
loading plate.

*e distance between the sensor and the center of the loading plate
(cm)
0 20 30 40 50 60 90 120 150 180 210
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mainly determined by the subgrade modulus; while de-
termining the equivalent resilience modulus of the top
surface of the base layer, the thickness of the cement
stabilized crushed stone layer is large, its modulus is more
than 10 times that of the subgrade or graded crushed stone,
and the load is mainly borne by the roadbed and the cement
stabilized crushed stone layer. *erefore, the determined
equivalent resilient modulus of the top surface of the base
layer is far greater than the subgrade modulus and smaller
than the modulus of the cement stabilized crushed stone
layer, and thicker cement-stabilized crushed stone layer or
larger subgrade modulus can improve the equivalent
resilience modulus of the top surface of the base layer. At
the same time, while calculating the equivalent resilient
modulus of the top surface of the base layer with the
theoretical calculation method, the three-layer system of
cement-stabilized crushed stone layer, cushion layer, and
subgrade is transformed into a one-layer system, and more
conversion times will increase the deviation of the calcu-
lated equivalent resilient modulus of the top surface of the
base layer. Besides, the more the structural layers in the
inversion or calculation of the equivalent resilient modulus,
the greater the modulus ratio of the interlayer, and the
greater the deviation of the equivalent modulus of elasticity
determined by the inversion method compared with the
theoretical calculation method.

4.3. Comparison and Calculation of Equivalent Resilient
Modulus of the Top Surface of Transition Layer with Different
Structure. Based on the FWD test deflection basin data of
asphalt upper layer, middle surface layer, and lower layer of
structure S2 and structure S3, the inversion method and
theoretical calculation method were used to determine the
equivalent resilient modulus of the top surface of the graded
gravel transition layer, as shown in Table 7. It can be seen
that the equivalent resilient modulus obtained by the the-
oretical calculation method was about 1.7∼2.4 times that of
the inversion method. Based on the FWD test deflection
basin data of the lower layer of the asphalt, compared to the
result of the theoretical calculation method, the deviation of
equivalent resilient modulus of structure S2 determined by
the inversion method was greater than that of structure S3,
and this deviation value decreased with the increase of the
number of asphalt surface layers; besides, a thick asphalt
layer can reduce this deviation.*erefore, while determining
the equivalent resilient modulus of the top surface of the
transition layer, it is better to use FWD to test the deflection
basin data of the asphalt upper layer. *is is because the
increase of the thickness of the asphalt layer increases the
weight of the superstructure so as to improve the confining
pressure of the loaded part of the graded crushed stone,
making the modulus of the graded crushed stone layer
become higher and the internal force of the graded crushed

Table 3:*e calculation of equivalent resilient modulus of the top surface of the cushion layer when FWD is loaded on the top surface of the
base layer.

Structural layer Determined method Base layer Cushion layer Roadbed

S1

Inversion modulus value (MPa) 8417 309 206

Equivalent resilient modulus
*eoretical calculation method (MPa) — 239

Inversion method (MPa) — 243
Deviation value (%) — -2

S2

Inversion modulus value (MPa) 6330 309 175

Equivalent resilient modulus
*eoretical calculation method (MPa) — 216

Inversion method (MPa) — 206
Deviation value (%) — 5

S3

Inversion modulus value (MPa) 4762 309 139

Equivalent resilient modulus
*eoretical calculation method (MPa) — 186

Inversion method (MPa) — 174
Deviation value (%) — 7

Table 4: Determination of equivalent resilient modulus of cushion top surface based on road surface deflection.

Structural layer Determined method Cushion layer Roadbed

S1

Inversion modulus value (MPa) 309 141

Equivalent resilient modulus
*eoretical calculation method (MPa) 188

Inversion method (MPa) 195
Deviation value (%) -4

S2

Inversion modulus value (MPa) 309 138

Equivalent resilient modulus
*eoretical calculation method (MPa) 185

Inversion method (MPa) 197
Deviation value (%) -6

S3

Inversion modulus value (MPa) 309 152

Equivalent resilient modulus
*eoretical calculation method (MPa) 197

Inversion method (MPa) 181
Deviation value (%) 9
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Table 5:*e calculation of the equivalent resilient modulus of the top surface of the base layer when FWD is loaded on the top surface of the
transition layer.

Structural
layer

S2 S3

Inversion
modulus

value (MPa)

Equivalent resilient modulus
Inversion
modulus

value (MPa)

Equivalent resilient modulus
*eoretical
calculation

method (MPa)

Inversion
method
(MPa)

Deviation
value (%)

*eoretical
calculation

method (MPa)

Inversion
method
(MPa)

Deviation
value (%)

Transition
layer 243 — — — 243 — — —

Base layer 6330

1121 762 47

4762

780 360 117Cushion
layer and
roadbed

134 101

Table 6: Calculation of equivalent resilient modulus of the top surface of structure S1.

Load layer Determined method Base layer Cushion layer and roadbed

Lower layer

Inversion modulus value (MPa) 8417 489

Equivalent resilient modulus
*eoretical calculation method (MPa) 3039

Inversion method (MPa) 1845
Deviation value (%) 65

Middle layer

Inversion modulus value (MPa) 8417 185

Equivalent resilient modulus
*eoretical calculation method (MPa) 1858

Inversion method (MPa) 1336
Deviation value (%) 39

Upper layer

Inversion modulus value (MPa) 8417 195

Equivalent resilient modulus
*eoretical calculation method (MPa) 1913

Inversion method (MPa) 1344
Deviation value (%) 42

Table 7: Calculation of the equivalent resilient modulus of the top surface of the graded gravel transition layer.

Structural
layer

S2 S3

Inversion
modulus

value (MPa)

Equivalent resilient modulus
Inversion
modulus

value (MPa)

Equivalent resilient modulus
*eoretical
calculation

method (MPa)

Inversion
method
(MPa)

Deviation
value (%)

*eoretical
calculation

method (MPa)

Inversion
method
(MPa)

Deviation
value (%)

FWD loading on the top surface of the lower layer
Transition
layer 243

837 351 138

243

546 270 102Base layer 6330 4762
Cushion
layer and
roadbed

212 102

FWD loading on the top surface of the middle layer
Transition
layer 243

684 356 92

243

578 278 108Base layer 6330 4762
Cushion
layer and
roadbed

127 117

FWD loading on the top surface of the upper layer
Transition
layer 243

813 467 74

243

685 358 91Base layer 6330 4762
Cushion
layer and
roadbed

197 181
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stone layer more uniform; furtherly, the effect of the error on
the equivalent resilient modulus is reduced, and the accuracy
of the inversion of the equivalent resilient modulus of the top
surface of the transition layer is improved.

5. Modification of the Theoretical Calculation
Formula of Equivalent Resilient Modulus

According to the analysis above, it can be known that the
determination of the equivalent resilient modulus of the top
surface of the cushion layer is less affected by the pavement
structure, and the existing calculation method has high
accuracy. Formulas (2) and (3) are recommended. For the
equivalent resilient modulus of the top surface of the base
layer, when Ed/Es≈ 47, the deviation of the resilient modulus
of structure S3 determined by theoretical calculation method
and the inversion method is up to 117%, while the deviation
of structure S2 is 47%, so except the modulus ratio, factors
such as the type of pavement structure and the FWD loading
layer position should also be considered while deriving the
calculation formula of the equivalent modulus of the base
layer. Due to the different structure types and the different
FWD loading position, the equivalent resilient modulus of
the top surface of each structural layer determined by the
calculation method and the inversion method is different.
*erefore, by regressively and comparatively analyzing the
equivalent resilient modulus of the top surface of each
structural layer determined by the theoretical calculation
and inversion, their difference is eliminated by introducing
the correction coefficient k1 to formula (1), which is
0.65∼0.75 for semirigid asphalt pavement, and 0.35∼0.55 for
inverted asphalt pavement. *e large difference in structural
characteristics results in a significant difference in the
correction coefficient of equivalent modulus theoretical
calculation formula of semirigid asphalt pavement and
inverted asphalt pavement. *e specific value of k1 depends
on the thickness of the asphalt layer and the FWD loading
position; the closer the FWD loading position to the top
surface of the base layer, the closer the value to the upper
limit. After the correction, the calculation of the equivalent
modulus of the top surface of the base is shown in formula
(2), in which the regression parameters a and b are calcu-
lated as before. Compared to the inversion method, the
deviation of the equivalent resilient modulus of the top
surface of the base layer determined by the corrected cal-
culation method is within 20%, with a maximum value of
19%.

Et � k1ah
b
xE0

Ex

E0
 

1/3

. (4)

While using modified formulas (2)–(4) to calculate the
equivalent resilient modulus of the top surface of the graded
crushed stone transition layer, k1 was taken as 0.35 to obtain
the deviation within 20% compared with the inversion
method, and the maximum deviation is 16%; this calculation
accuracy meets the requirements of engineering
applications.

In order to verify the reliability of the calculation for-
mula for the equivalent resilience modulus of the top surface
of the structural layer based on the corrected measured
deflection basin data, two kinds of asphalt pavement
structures in Sichuan were selected [27], and the determined
equivalent resilient modulus of the top surface of the base
layer with different methods is shown in Table 8. *e cor-
rection coefficient k1 of the semirigid structure was 0.7, and
the correction coefficient k1 of the inverted structure was
0.45. Compared with the inversion method, the deviation of
using the corrected theoretical calculation method is within
10%, which is much decreased. It can be seen that using the
modified theoretical calculation formula to calculate the
equivalent resilient modulus of the top surface of the
structure layer is more in line with the actual value.

6. Conclusions

(1) *e equivalent resilient modulus is influenced by
factors such as pavement structure characteristics
(thickness of adjacent layers, structure type, etc.),
material characteristics, and loading layer position.
*e thin cement stabilized crushed stone layer or
asphalt surface layer in the inverted asphalt pave-
ment is not conducive to accurately determining the
equivalent resilient modulus value of the structural
layer.

(2) Generally, in terms of the deviation of the equivalent
resilient modulus of the top surface of the cushion
layer determined by the theoretical calculation
method and the inversion method, the semirigid
asphalt pavement is smaller than the inverted asphalt
pavement, and the deviation using these two
methods is less than 10%. However, for the equiv-
alent resilience modulus of the top surface of the base
layer and the equivalent resilience modulus of the
top surface of the transition layer, this deviation is
larger than 40% and 70%, respectively. *erefore,
these two methods can be used to determine the
equivalent resilience modulus of the top surface of
the cushion layer, but the inversion method should
be preferred while determining the equivalent re-
silient modulus under other working conditions.

Table 8: Determination of the equivalent resilient modulus of the top surface of the structural layer.

Structure Structural layer
Equivalent resilient modulus (MPa)

*eoretical calculation method Corrected theoretical calculation method Inversion method
Semirigid structure Base layer 835 585 535

Inverted structure Base layer 483 217 211
Transition layer 532 239 233
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(3) With using the corrected calculation formula of the
equivalent resilient modulus of the top surface of the
cement stabilized crushed stone layer, the calculated
equivalent resilient modulus of the top surface of the
transition layer is close to that obtained by the in-
version method, which means the distortion of
equivalent resilient modulus calculated by theoret-
ical calculation method comes from the calculation
formula of equivalent modulus of the top surface of
cement-stabilized crushed stone layer; based on this,
the correction coefficient of structure type is
introduced.

(4) *e accuracy of the equivalent resilient modulus
determined by the inversion method is higher than
that of the theoretical calculation method and more
in line with the actual value. While determining the
equivalent resilient modulus of the asphalt pavement
structure, the inversion method is more suitable;
when the test conditions are insufficient, the mod-
ulus of the structural layer of similar engineering can
be considered to be substituted into the correction
formula to calculate the equivalent resilient modulus
of the top surface of the structural layer.
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1. Introduction

Underwater tunnels are inevitably constructed in the
highway projects that cross rivers and/or lakes using the
drill-and-blast, shield-bored tunnelling, and immersed tube
methods [1–4]. Compared with the above methods, the cut-
and-cover technique may be more suitable for tunnel
construction in soft soils [5–8] owing to its simple con-
struction technology, high working efficiency, and low cost.
However, the deformation behaviours and the environ-
mental impacts caused by excavation are of great concern for
both engineering safety and ecological protection.

Retaining structures, such as diaphragm walls, cement
mixed piles, jet grouting columns, and bored piles, can
effectively control deformation behaviour. Many studies
have focused on the performance of diaphragm walls
during excavation. However, few researchers have

documented the deflection of bored piles caused by lateral
soil movements. Ong et al. [9] examined the large de-
flections of bored piles as a direct result of lateral soil
movements due to slope failure. Cui et al. [10] investigated
the behaviour of a large-scale foundation pit supported by
bored piles and inclined steel struts. Chong and Ong [11]
discussed the field observations of a contiguous bored pile
wall system affected by accidental groundwater drawdown.
,ey showed that the accidental groundwater leakage led to
small wall deflection. Zhou et al. [12] presented a field study
on the compressive bearing capacity of a prebored grouted
planted (PGP) pile and a bored pile embedded in deep soft
clay. However, for foundation pits supported by various
piles (i.e., bored piles, cement mixed piles, and cut-off
walls), the relationship between the deflection of bored
piles and the excavation depth has seldom been
investigated.
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Another key factor for controlling tunnel deformations
is the excavation and construction method, especially when
the soil parameters are determined at the design phase.
Zoned and staged construction methods, including the
parallel isolation excavation method [13], the perpendicular
partitioned excavation method [14], and the divided alter-
nate excavation method [15], are commonly used in cut-
and-cover tunnelling. In these methods, by dividing a large
pit into several small zones, the excavation can be signifi-
cantly shortened, and the rigid floor slabs can be cast as early
as possible. However, for an extra-long underwater tunnel
with a larger excavation depth and a high unload ratio, the
tunnel deformationmay not be controlled with conventional
construction schemes. More importantly, the normal flow of
the surface water and the shipping routes are affected by
these construction methods, with potentially severe envi-
ronmental impacts. ,erefore, novel excavation and con-
struction methods should be further explored.

Field monitoring data can provide a less accurate but
more readily applicable prediction of tunnel deformations
induced by deep excavations, and these data are useful for a
preliminary estimate of excavation performance. Compared
with empirical results, numerical simulation is the most
effective tool for evaluating the three-dimensional time-
space effect and characterizing the tunnel stiffness
[6, 8, 16–18]. Moreover, numerical solutions can predict the
actual development of stress-strain in soft soils under
complex construction conditions [6, 15]. ,erefore, using
various methods (i.e., field monitoring and numerical
analysis) to investigate deformation behaviours is vital for
the construction of practical projects.

,e objective of this study is to put forward a novel
excavation and construction method, which is employed for
the Taihu tunnel, the longest lake-crossing tunnel in China.
To this end, the site characterization is introduced. ,en the
novel excavation and construction method is described in
detail. ,e effects of the new construction method on the
tunnel deformation were evaluated using finite element
analysis combined with field monitoring data. ,e results
revealed that the proposed method could effectively control
the tunnel deformation and enhance the overall stability.
,is work provides an innovative idea for the design and
construction of tunnel engineering, especially for extra-long
underwater tunnels in soft soils.

2. Site Characterization

2.1. ProjectOverview. ,eTaihu tunnel crossing the Tai Lake,
which is the third largest freshwater lake in China [19], is the
longest lake-crossing tunnel in China, with a total length of
10.79 km and a width of 43.6m. ,e tunnel is an important
part of the Su-Xi-Chang South Expressway, which connects
the cities of Suzhou, Wuxi, and Changzhou (i.e., the Su-Xi-
Chang area) in China. Figure 1 shows the location of the
Taihu tunnel.,e cut-and-cover technique was adopted in the
construction of the tunnel, combined with a cofferdam of
double-raw steel sheet piles (DSSPs). ,ree sections, in-
cluding the west shore section (WSS) (K23+ 900-K24+ 410),
the lake section (LS) (K24+ 410-K41+ 561), and the east shore

section (ESS) (K41+ 561-K43+ 560), comprised the tunnel
excavation. Moreover, the depth from the water surface to the
tunnel roof was in the range of 4–8m, and the thickness of the
overburden soil beneath the lakebed ranged from 2m to 6m.
,e maximum excavation depth was 20.3m.

2.2. Geological and Hydrogeological Conditions. Figure 2
shows the soil profile along the tunnel alignment, and
Figure 3 summarizes the physical and mechanical prop-
erties of the main soil layers in the project area. ,e soil
parameters were obtained with typical geotechnical tests
(i.e., direct shear test, triaxial test, pumping tests, standard
penetration tests, and oedometer tests), following the
Chinese standard [20]. ,e stratigraphic units at the
tunnel site are mainly composed of Quaternary Holocene
miscellaneous fill and mucky clay layers, Upper Pleisto-
cene clay, and silty clay and silt layers, as well as Devonian
strongly weathered sandstone at the ESS. ,e site inves-
tigation identified three major soft soil layers along the
tunnel alignment, namely, ①2, ②4, and ③2. ,e pile
foundation was suggested for crossing through these weak
layers. In addition, there were no obvious large faults and
folds in the project area.

,e groundwater in the study area could be divided into
pore water in the Quaternary Holocene formation, confined
water in the silt layer, and fracture water in the strongly
weathered sandstone. ,e silt layer is the main aquifer in the
study area, for which the permeability coefficient is 1–2
orders of magnitude higher than that of the upper and lower
layers. Moreover, the hydrochemical type of the surface
water in the project area was Cl•SO4-Na, and that of the
groundwater was HCO3•SO4-Na•Ca.

3. Excavation and Construction Method

,e traditional construction methods are not suitable for the
Taihu tunnel, because of the unfavourable soil conditions,
the stringent environmental requirements of Tai Lake, and
the design request of the complex project. ,erefore, an
innovative excavation and construction method was pro-
posed for the construction of the Taihu tunnel. Figure 4
schematically shows the proposed construction method.,e
construction steps are described in detail as follows:

Step 1: DSSPs were used to form several closed zones,
that is, WSS and Zone #1 (Figure 4(a)). Following the
drainage of the lake water and the dredging work, the
bored piles, cut-off walls, and cement mixed piles are
prepared for the excavation of the closed zones.
Step 2: the levee and transverse DSSPs were removed
for maintaining the smooth flow of construction ve-
hicles, the space was excavated to the desired level along
with the foundation dewatering, and the retaining
structures were constructed to ensure the stability of
foundation pits in WSS and Zone #1 (Figure 4(b)).
Meanwhile, Zone #2 was formed by referring to Step 1.
Step 3: the tunnel ancillary structures in WSS and Zone
#1 were installed and Steps 1 and 2 were implemented
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in Zone #3 and Zone #2, respectively (Figure 4(c)).
Similarly, the transverse DSSPs located between Zone
#1 and Zone #2 were removed.
Step 4:,e gap between the tunnel roof and the ground
surface was filled in WSS and Zone #1, the first earth
cofferdam between WSS and Zone #1 was constructed
along the location of the transverse DSSPs in Step 2,
and the truncated levee was backfilled (Figure 4(d)).
Simultaneously, Steps 1, 2, and 3 were carried out in
Zone #4, Zone #3, and Zone #2, respectively. It should
be noted that the earth cofferdam was constructed at
the frequency of two zones.
Step 5: the longitudinal DSSPs of the WSS were re-
moved to allow the lake water to flow normally, the
soils in Zone #2 were backfilled, the tunnel ancillary
structures in Zone #3 were constructed, and the soils in
Zone #4 were excavated (Figure 4(e)). In addition, the
second earth cofferdam was built between Zone #2 and
Zone #3.

In the proposed method, four zones were regarded as a
unit, and different construction steps were carried out si-
multaneously in each zone. Hence, an assembly line for the
tunnel excavation was established to accelerate the con-
struction speed. ,e excavation did not cut off the normal
flow of the lake water and the shipping routes because of the
installation and removal of the DSSPs. ,erefore, the pro-
posed method had the advantages of low environmental
impact, usage of recycled materials, and quick construction.

4. Field Monitoring

To monitor the deformation behaviour of the tunnel, a long-
term comprehensive field instrumentation program was con-
ducted along the tunnel alignment. Taking Zone #1 as an ex-
ample, the observed deformation behaviours included vertical
and horizontal movements of the DSSPs, vertical movements at
the tops of the bored piles, deflections of the bored piles, ground
surface settlements, and settlements of the earth cofferdam.
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Figure 1: Location of the Taihu tunnel.
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4.1. Retaining Structures. Figure 5 presents a typical cross
section on the north side of Zone #1. Clearly, the DSSPs
connected by the reinforcement were 15m long, and the
embedded length was 10m. ,e space above the ground
surface with a 6m width was filled with cohesive soil whose
compaction was at least 90%. ,e cut-off wall was set at the
top of the slope with a length of 16.3m and a width of 0.85m.
,e height of the two-level slope was 7.2m with a slope ratio

of 1 :1.5, while the depth supported by the bored piles was
8.9m. ,e reinforcement ratio of the normal section of the
bored piles was 0.45%, and the bending moment capacity
was 550 kNm. To restrain the lateral deflections of the bored
piles, two levels of struts were constructed. ,e first level
strut was made of C30 concrete with a diameter of 0.8m and
a spacing of 1.2m, whereas Φ609 @ 16 steel tubes were used
for the second level. Moreover, the cement mixed piles were
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Figure 4: Schematic diagram of the novel construction method. (a) Step 1, (b) Step 2, (c) Step 3, (d) Step 4, and (e) Step 5.
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arranged to reinforce the subsoil beneath the bottom of the
foundation pit, with a pile spacing of 8.0m, a diameter of
0.8m, and a length of 20.0m.

,e earth cofferdam, as a secondary transverse coffer-
dam, was used to prevent the lake water from entering the
excavation after the removal of the DSSPs. ,e height, top
width, bottom width, and slope ratio of the earth cofferdam
located betweenWSS and Zone #1 were 5.0m, 3.0m, 33.0m,
and 1 : 3, respectively, as shown in Figure 6.

4.2. Construction Stages. Table 1 summarizes the main
construction stages of Zone #1. ,e site work began with the
construction of the DSSPs, followed by the drainage of the
lake water and the dredging work in the zone. After the
construction of the bored piles, cut-off walls, and cement
mixed piles, the excavation activities started on September
10, 2018, and ended on April 13, 2019. To reduce the tunnel
deformation, two-level struts were installed promptly after
the corresponding soil layer was excavated. ,e tunnel
ancillary structures were constructed with the casting of
floor slabs and the removal of the struts, and the soil was
backfilled from the tunnel roof to the ground surface. Fi-
nally, the earth cofferdam was completed on May 13, 2020,
and was monitored after the removal of the longitudinal
DSSPs of the WSS.

4.3. Instrumentation. Figure 7 displays the instrumentation
layout of Zone #1. ,e movements of the DSSPs were ob-
served by 74 monitoring points, numbered as S1 to S74 with

approximately 15m intervals. ,e deflections of bored piles
were monitored by 40 inclinometer tubes (designated as B1
to B40 and spaced approximately 20m apart) that were fixed
to the reinforcement cage for each instrumented panel
before concreting. ,e resolution of each inclinometer was
0.1mm/500mm gauge length. Moreover, the vertical
movements at the tops of bored piles were measured using
levelling instruments. To survey the ground settlements, 44
monitoring points, designated as G1 to G44 and at ap-
proximately 20m intervals, were set at the top of the slope in
Zone #1. Twelve monitoring points for the settlements of the
earth cofferdam are shown in Figure 7. ,e data reading for
the earth cofferdam had to be taken after removing the
longitudinal DSSPs of the WSS, and the frequency of data
reading was once every three days.

Unfortunately, some inclinometer tubes and settlement
points were damaged during the construction.,erefore, the
remaining available data are provided in the electronic
supplementary files, which can be found online at https://
www.researchgate.net/publication.

5. Observed Deformation Behaviours

5.1. Vertical Movements of DSSPs. ,e DSSPs acting as a
cofferdam were used to prevent lake water from entering the
excavation, which was directly related to the stability and
safety of the whole project. ,erefore, it was necessary to
monitor both the vertical and horizontal movements of the
DSSPs during excavation. Figure 8 shows the development
of the vertical movements of the longitudinal DSSPs during
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excavation. Obviously, the longitudinal DSSPs at both sides
of Zone #1 experienced significant settlements during
construction. Following the casting of floor slabs and the
installation of ancillary structures, the settlements tended to
stabilize with time, implying that the floor slabs and the
ancillary structures could help stabilize the vertical move-
ments of the DSSPs. ,e measured maximum movement
was approximately 28.05mm along S12 on the north side of
Zone #1, still being controlled within the permitted value
(i.e., 30mm).

Figure 9 shows the development of the vertical move-
ments of the transverse DSSPs located between Zone #1 and

Zone #2 during the excavation. Compared with the vertical
movements of the longitudinal DSSPs, those of the trans-
verse DSSPs along S41 to S45 were relatively small, ap-
proximately −10 to 15mm.,is suggests that the excavation
of the foundation pit strongly affects the longitudinal DSSPs
more than the transverse DSSPs.

5.2. Horizontal Movements of DSSPs. Figure 10 presents the
variation in the horizontal movements of the longitudinal
DSSPs during excavation. Overall, the horizontal move-
ments of the longitudinal DSSPs were positive, indicating

Table 1: Main construction stages of Zone #1.

Stages Construction activity Date (mm/dd/year)
1(a) Construction of DSSPs 04/01/2018–06/27/2018
1(b) Discharge of lake water and dredging work 06/28/2018–07/07/2018
1(c) Construction of bored piles, cut-off walls, and cement mixed piles 07/18/2018–09/08/2018
2(a) Removal of embankment or transverse DSSPs 09/09/2018
2(b) Excavation of the first layer of subsoil with thickness of 3.2m 09/10/2018–10/16/2018
2(c) Excavation of the second layer of subsoil with thickness of 4m 10/17/2018–12/19/2018
2(d) Installation of struts at Level 1 12/20/2018–12/31/2018
2(e) Excavation of the third layer of subsoil with thickness of 5.3m 01/01/2019–03/05/2019
2(f) Installation of struts at Level 2 03/06/2019–03/14/2019
2(g) Excavation of the fourth layer of subsoil with thickness of 3.6m 03/15/2019–04/13/2019
3(a) Casting of floor slabs 04/14/2019–06/19/2019
3(b) Removal of struts at Level 2 06/20/2019–06/27/2019
3(c) Construction of side walls of tunnel 06/28/2019–09/09/2019
3(d) Construction of inclined steel struts 09/09/2019–09/18/2019
3(e) Removal of struts at Level 1 09/19/2019–09/26/2019
3(f) Construction of tunnel roof 09/27/2019–05/07/2020
3(g) Removal of inclined steel struts 05/08/2020–05/21/2020
4(a) Backfilling of soils 05/22/2020–05/29/2020
4(b) Construction of earth cofferdam or truncated embankment 06/01/2020–06/09/2020
5 Removal of longitudinal DSSPs 06/20/2020–06/27/2020
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Figure 6: Cross section of the earth cofferdam located between WSS and Zone #1 along the tunnel centreline.
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that the longitudinal DSSPs moved to the excavation side in
the horizontal direction. ,e horizontal movements in-
creased rapidly in Stages 1(b) and 1(c) (Table 1) and then
fluctuated widely during the soil excavation, which revealed
that the soil excavation had less influence on the horizontal
movements than on the vertical movements of the longi-
tudinal DSSPs. Some factors have contributed to these
horizontal movements: (1) the hydrostatic pressure of the
lake water, (2) the hydrodynamic pressure caused by the
wave action, and (3) the force unbalance because of the
excavation. However, the data for the monitoring point S59
exceeded the control value (i.e., 30mm). ,us, the corre-
sponding measures had to be taken to control the
deformation.

Figure 11 shows the development of the horizontal
movements of the transverse DSSPs during excavation.
Obviously, the magnitudes of the horizontal movements of
the transverse DSSPs were smaller than those of the lon-
gitudinal DSSPs.,is likely occurred because the drainage of
lake water in Zone #2 reduced the unbalance force on the
transverse DSSPs. Some rapid drops occurred around Jan-
uary 20, 2019, indicating that the transverse DSSPs moved to
the lake side. ,e bagged soil arranged behind the DSSPs
might have contributed to this phenomenon.

5.3. Deflections of Bored Piles. ,e lateral deflection of the
bored piles could be related to the site excavation and the

-15

-10

-5

0

5

10

15

20

25
Construction of ancillary structures

S41
S43

S44
S45

Ground surface

Soil excavation

09/10/2018 04/13/2019

06
/2

0/
20

18

12
/2

0/
20

18

09
/2

0/
20

18

03
/2

0/
20

19

12
/2

0/
20

19

09
/2

0/
20

19

03
/2

0/
20

20

06
/2

0/
20

19

Date (mm/dd/year)

Ve
rt

ic
al

 m
ov

em
en

t o
f t

ra
ns

ve
rs

e
D

SS
Ps

 (m
m

)

Figure 9: Development of the vertical movements of the transverse DSSPs.

-10

-5

0

5

10

15

20

25

30

35

Excavation side

Lake side

Soil excavation Construction of ancillary structures
09/10/2018 04/13/2019 05/21/2020

H
or

iz
on

al
 m

ov
em

en
t o

f l
on

gi
tu

di
na

l
D

SS
Ps

 (m
m

)

06
/2

0/
20

18

12
/2

0/
20

18

09
/2

0/
20

18

03
/2

0/
20

19

12
/2

0/
20

19

09
/2

0/
20

19

03
/2

0/
20

20

06
/2

0/
20

19

06
/2

0/
20

20

Date (mm/dd/year)

S7
S9
S12

S14
S16

(a)

Soil excavation Construction of ancillary structures
09/10/2018 04/13/2019 05/21/2020

-40

-30

-20

-10

0

10

20

30

Excavation side

Lake side

H
or

iz
on

al
 m

ov
em

en
t o

f l
on

gi
tu

di
na

l
D

SS
Ps

 (m
m

)

06
/2

0/
20

18

12
/2

0/
20

18

09
/2

0/
20

18

03
/2

0/
20

19

12
/2

0/
20

19

09
/2

0/
20

19

03
/2

0/
20

20

06
/2

0/
20

19

06
/2

0/
20

20

Date (mm/dd/year)

S57
S58
S59

S60
S64

(b)

Figure 10: Development of the horizontal movements of the longitudinal DSSPs during construction. (a) On the north side of Zone #1 and
(b) on the south side of Zone #1.
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casting of the floor slabs. ,e development of the lateral
deflections of the bored piles at B36 and the maximum
deflections at several monitoring points is presented in
Figure 12. ,e bored piles began to develop deep-seated
movements toward the excavation side as the excavation
proceeded to lower levels in Stages 2(e) and 2(f). ,e lateral
deflection reached its maximum during the subsequent
construction of the floor slab at Stage 3(a). ,e maximum
deflection of the bored piles was 8.95mm at B36 on the south
side of Zone #1.

Figure 13 shows the relationship between the measured
maximum deflection at each excavation level, δhm, and the
excavation depth, He. Obviously, the measured δhm was
distributed between δhm � 0.006%He and δhm � 0.06%He.
Some case histories are presented in Figure 13 for the
purpose of comparison.,ese case histories indicate that the
upper and lower boundaries of δhm at this site are signifi-
cantly smaller than those reported by Clough and O’Rourke
[21] for excavations in stiff clay, by Hashash et al. [22] for
excavations in medium-stiff Boston clay, and by Tan and
Wei [6] for excavations in soft Shanghai clay. ,erefore, the
deformations of the bored piles were relatively smaller than
those reported in the literature. ,e extensive use of un-
derground structures such as cut-off walls and cement mixed
piles, the rapid cast of floor slabs, and the quick construction
of bored piles may contribute to this phenomenon. It is
noteworthy to mention that the influence of the seepage
force on the lateral deflection of bored piles is not considered
because of the waterproofing structures.

Figure 14 summarizes the normalized maximum de-
flection, δhm/He, and the normalized retaining system
stiffness, EI/(cwh4), at this site, in which EI/(cwh4) was
defined by Clough et al. [23]. ,e factor of safety against the
basal heave FOSbase was calculated based on themethod used
by Terzaghi [24]. ,e six case histories reported by Wang

et al. [25] are also included in this figure for comparison. As
illustrated, the observed δhm/He from the excavation fell
within the ranges proposed by Clough et al. [23], and it
appeared to be independent of FOSbase.

5.4. Vertical Movements at the Top of Bored Piles.
Figure 15 illustrates the distribution of the vertical move-
ments at the top of bored piles during construction. Beyond
expectation, the bored piles experienced significant heaves
rather than settlements during the excavation. ,e exca-
vation of upper soils and the release of stress resulted in the
swelling of soils at the bottom of the foundation pit, and then
the elastic and plastic rebound of soils happened [6]. Beyond
that, the soil movements around the bored piles might have
also caused this phenomenon. ,e measured maximum
movement was approximately 21.51mm along B4 on the
north side of the excavation.

5.5. Ground Surface Settlements. Figure 16 summarizes the
development of the ground settlements δvm at G3, G39, G40,
G41, G42, and G43. ,e ground settlements increased with
the excavation of the pit until the casting of floor slab and
then tended to be stable. ,e settlement on the north side of
the pit exhibited a similar tendency to that on the south side.
,e fluctuation in the settlement at the slope top of the pit
was observed during the excavation of the subsoil, which
may be due to two factors: (1) rainfall and (2) vehicles
frequently passing at approximately 13.3m. Moreover, the
measured ground settlement was in the range of 5–15mm,
with the maximum value of 11.25mm at G42. ,erefore,
based on the new construction method, the ground settle-
ments of the foundation pit were controlled within the
permitted value, i.e., 30mm.

Figure 17 plots the relationships between the measured
maximum ground settlement, δvm, and each excavation
depth, He, in which three-case histories from Taipei [21],
Boston [22], and Shanghai [6] were introduced for the
purpose of comparison. It can be shown that δvm was
bounded by δvm � 0.01%He and δvm � 0.1%He. ,e devel-
oped boundaries of δvm for Zone #1 were much lower than
those of Clough and O’Rourke [21] for excavations in stiff
Taipei clay, Tan and Wei [6] in soft Shanghai clay, and
Hashash et al. [22] in medium-stiff Boston clay.

To better illustrate the characteristics of the settlement
profiles, the ground surface settlement was normalized by its
corresponding δvm, as plotted in Figure 18. Two common
profiles and several available data collected by Wang et al.
[26] in Shanghai soft clay are also shown for comparison in
the same figure. It can be seen that the δv/δvm measured from
the excavation ranged from 0.21 to 0.98, which confirmed
the effectiveness of the construction scheme and the related
measures.

5.6. Settlements of Earth Cofferdam. After the removal of the
longitudinal DSSPs of the WSS, the earth cofferdam was
constructed to prevent the lake water from entering the
excavation site, on June 10, 2020. Figure 19 shows the
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measured surface settlements of the earth cofferdam. ,e
settlements on the upstream side were found to be in the
range of 11–26mm, while that on the excavation side ranged
from 0.5mm to 14.0mm.

6. Numerical Simulation

Based on the field monitoring data in this study, it is found
that the magnitudes of the vertical movements of the DSSPs
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were larger than those of the horizontal movement. Addi-
tionally, the maximum deflection and settlement were
atypical to those reported in the literature. To better show the
performance of the foundation pit, a plane-strain numerical
model was established based on the field case study.

6.1. Finite Element Numerical Model. A finite element
model, solved with PLAXIS 2D software, was built as
shown in Figure 20. ,e length and the depth of the model

were 100m and 42m, respectively. ,e displacements were
constrained in both directions at the bottom, and zero
horizontal displacement was imposed at the lateral
boundaries. ,e silt layer was simulated as being in the
drained condition, whereas the clay layers were modeled as
being in the undrained condition. Moreover, the hydro-
static pressure load had a linear relationship with the water
depth on the DSSPs. ,e Mohr-Coulomb constitutive
model was adopted in the numerical analysis. ,e retaining
structures (e.g., bored piles, mixed cement piles, and cut-off
wall) were assumed to be linear elastic materials, referring
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to the literature [9, 10, 18]. ,e parameters of each layer
used in the numerical model are shown in Table 2. ,e
constitutive parameters of the retaining structures are
shown in Table 3.

6.2. Lateral Soil Movement. Figure 21(a) displays a com-
parison of the vertical movement of the DSSPs between the

FEM and the measurements. It is found that the numerical
results have a similar tendency to those of the measurements.
,e difference between the FEM and the measurements is in
the range of 10.02%–45.01%, which validates the correctness of
the numerical model.,e distribution of lateral soil movement
of the foundation pit at Stage 3(a) is shown in Figure 21(b). It is
clearly seen that the value of lateral soil movement reaches
2.87 cm, which appears in the mucky silty clay.
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Figure 19: Variation of the measured ground settlements of the earth cofferdam with time. (a) Upstream side and (b) excavation side.
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6.3. Effect of Seepage Force. A hypothetical numerical case
was examined to reveal the effect of groundwater on the
deformation of bored piles. In the hypothetical case, the
pumping wells were neglected so that the groundwater
was assumed to be undrained in the soil layers. Figure 22
shows a comparison of the pile deformations between the
actual case and the hypothetical case. ,e maximum

deflection of the bored piles in the actual case is 2.12 cm,
while that of the bored piles affected by groundwater is
4.11 cm. Using the strength reduction method, the safety
coefficients of the foundation pit for the two cases are
1.61 and 1.39. ,erefore, the seepage force leads to
the large pile deflection and the low foundation pit
stability.
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Figure 20: Two-dimensional finite element model and mesh generation.

Table 2: Summary of main geotechnical properties of soil layers.

Soil layer cunsat (kN/m
3) csat(kN/m

3) Es (kN/m2) υ c (kPa) φ (°) k (cm/s)

②1 Silty clay 16.8 19.4 20000 0.31 34.4 34.7 4.39E− 06
②2 Silty clay 17.7 18.9 20000 0.31 22.6 12.2 1.08E− 05
②3 Silt 18.1 19.1 30000 0.30 12.6 26.5 1.79E− 04
②4 Mucky silty clay 16.7 17.8 10000 0.35 13.7 5.3 7.35E− 06
③1 Silty clay 18.9 19.7 23000 0.33 36.2 14.2 3.77E− 06
③2 Silty clay 17.3 18.2 23000 0.33 19.0 13.0 1.78E− 06
④1 Clay 18.5 19.5 35000 0.35 46.6 14.7 8.27E− 07
Cohesive soil 18.5 19.5 35000 0.35 45 15 1.0E− 07
Note: cunsat � unsaturated unit weight; csat � saturated unit weight; Es �Young’s ground modulus; υ� Poisson’s ration; c � cohesion; φ� friction angle;
k � permeability.

Table 3: Constitutive parameters of retaining structures.

Structure type EA (kN/m) EI (kN m2/m) υ W (kN/m2)
Steel sheet piles 4.8×107 2.5×105 0.25 20
Bored piles 7.5×106 4.0×105 0.2 24
Cut-off walls 6.5×106 5.5×105 0.2 24
Cement mixed piles 7.0×106 — — 24
Steel strut 2.0×107 — — —
Reinforced concrete 3.5×107 — — —
Floor slab 6.0×106 4.0×104 0.2 24
Note: EA� axial stiffness; EI� bending stiffness; W�weight; υ� Poisson’s ratio.
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Figure 21: (a) Comparison of the vertical movements of DSSPs between FEM and measurements and (b) lateral soil movements of the
foundation pit at Stage 3(a) calculated with the FEM.
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7. Conclusions

,is paper presents a novel excavation and construction
method for the Taihu tunnel, which is the longest lake-
crossing tunnel in China. In the new method, an assembly
line for the tunnel excavation was established to accelerate
the construction speed, and the excavation did not cut off the
normal flow of the lake water and the shipping routes. To
investigate the tunnel deformation, a finite element analysis
combined with field monitoring data was adopted. ,e
following conclusions can be drawn:

(1) ,e DSSPs experienced settlements in the vertical
direction and movements toward the excavation
side in the horizontal direction. ,e maximum
vertical and horizontal movements were
28.05mm and -39.53 mm, respectively. In addi-
tion, the magnitudes of the deformations of the
transverse DSSPs were smaller than those of the
longitudinal DSSP. ,ree factors might have
contributed to such deformations: (1) the hy-
drostatic pressure of lake water, (2) wave action,
and (3) soil excavation.

(2) ,e maximum lateral deflections of the bored piles
along excavation depth were between
δhm � 0.006%He and δhm � 0.06%He. However, the
values of δhm were significantly smaller than the
measurements reported by Clough and O’Rourke
[21] for excavations in stiff clay, by Hashash et al.
[22] for excavations in soft-to-medium clay, and by
Tan and Wei [6] for excavations in soft Shanghai
clay. ,e extensive use of underground structures,
such as cut-off walls and cement mixed piles, the
rapid cast of floor slabs, and the quick construction
of bored piles might have contributed to this
phenomenon.

(3) ,e bored piles unexpectedly experienced heaves
instead of settlements, and the maximum vertical
movement at the top of bored piles was approxi-
mately 21.51mm along B4 on the north side of the
foundation pit. ,e elastic and plastic rebound of
soils at the bottom of the foundation pit and the soil
movements around the bored piles might have
contributed to such upward movements [6].

(4) ,e ground settlements increased with time during
the excavation and then tended to be stable after the
construction of floor slabs. ,erefore, the casting of
floor slabs and the construction of tunnel ancillary
structures stabilized the retaining structures and
surrounding soils. ,e upper and lower boundaries
of the maximum ground settlements at each exca-
vation depth were bounded by δvm � 0.01%He and
δvm � 0.1%He, which were lower than those re-
ported in the literature [6, 21, 22]. Finally, the set-
tlements of the earth cofferdam, which was located
betweenWSS and Zone #1, were shown in this study.

(5) To compare the field performance for revealing the
greater impact of the tunnel excavation, a plain-
strain numerical model was established based on the
Mohr-Coulomb failure criterion. Two numerical
cases were performed to study the effect of
groundwater on the deformation of the piles,
showing that the seepage force led to large pile
deflection. Based on the strength reduction method,
the safety coefficient of the foundation pit was 1.61,
satisfying the safety requirement during tunnel ex-
cavation. ,e finite element analysis combined with
field monitoring data reveals that the excavation and
construction method could effectively control the
tunnel deformations and enhance the overall
stability.
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Figure 22: Effect of seepage force on the deformation of piles. (a) Actual numerical case and (b) hypothetical numerical case.
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A B S T R A C T

Solving the problem of traditional energy usage and identifying appropriate alternative supplies are critical 
components of a long-term development strategy. Many new thermal insulation materials have been developed in 
recent years to improve energy efficiency and reduce environmental impact. Due to characteristics such as low 
density, good heat resistance, and cost effectiveness, these items have proven their value in buildings. Thermal 
insulation's effectiveness is determined by its thermal conductivity and capacity to maintain its thermal properties 
over time. This research examines the elements that influence the thermal conductivity coefficient of three types 
of materials: traditional, alternative, and new advanced materials. Moisture content, temperature difference, and 
bulk density are the most typical contributors. Other parameters, such as airflow velocity, thickness, pressure, and  
material ageing, are discussed in certain dependent research. The experimentally determined relationship -
between thermal conductivity values and mean temperature, moisture content, and density has also been summ-
arised. Finally, uncertainty about the thermal conductivity value of some common insulation materials is also revi-
ewed as the basis of selecting or designing the products used in building envelopes.

1. Introduction 

1.1. Energy consumption in the building sector 

The global energy expenditure in industrial and residential con-
struction has become one of the most important concerns in the third 
decade of the 21st century. Building construction, raw material pro-
cessing, and product manufacturing are the largest sources of green-
house gas emissions. Carbon dioxide compounds are the main by- 
products of fossil fuel consumption, and since buildings are among the 
biggest consumers of energy, they are also major contributors to global 
warming which is accelerating climate change and threatening the 
survival of millions of people, plants and animals. According to Directive 
2010/31/EU of the European Parliament and of the Council of 19 May 
2010, on the energy performance of buildings, new construction will 
have to consume nearly zero energy and that energy will be to a very 
large extent from renewable resources, because the construction sector 
has been identified as the largest energy consumer, generating up to 1/3 

of global annual greenhouse gas emissions (GHG), contributing up to 
40% of global energy, and consuming of 25% of global water worldwide 
[1]. Global energy consumption is predicted to grow by 64% until the 
year 2040 from the considerable increase in residential, industrial, 
commercial, and urban construction due to the industrial development 
and growth of population, according to the Energy Information Asso-
ciation in 2018 [2]. As a result, environmental disasters and climate 
change are becoming more apparent. For instance, global warming from 
the greenhouse effect (45% carbon dioxide emissions in which buildings 
and construction industry are major contributors, [3]) is predicted to 
raise the Earth’s average surface temperature from 1.1◦ to 6.4 ◦C by the 
end of 2100 [4,5]. The increased consumption of natural resources for 
lighting, refrigeration, ventilation, recycling, heating, and cooling sys-
tem in commercial buildings due to the acceleration of urbanization, 
causes an enormous expenditure for energy. Therefore, it is necessary to 
use insulation materials for better energy conservation, and to enhance 
sustainable energy strategies in the building sector. 

Effect of varios factors influencing thermal conductivity of building insulation 
materials 
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1.2. The use of thermal insulation materials 

As the energy becomes more precious, the use of thermal insulation 
materials is being enforced in buildings. Thermal insulation is a material 
or combination of materials that retard the rate of heat flow by con-
duction, convection, and radiation when properly applied [6]. Using 
thermal insulation products helps in reducing the dependence on heat-
ing, ventilation, and air conditioning (HVAC) systems to manage 
buildings comfortably. Therefore, it conserves energy and decreases the 
use of natural resources. Other advantages are profits, environmentally 
friendly materials, extending the periods of indoor thermal comfort, 
reducing noise levels, fire protection, and so on [7]. These materials will 
enable systems to achieve energy efficiency. They also have many ap-
plications in food cold storage, refrigeration, petroleum and liquefied 
natural gas pipelines [8]. Sustainable insulation products with lower 
embodied energy and reduced environmental emissions are also 
increasing in popularity and a large number of innovative types of 
insulation are constantly entering the market [9]. 

Some former detailed reviews of thermal insulation materials and 
their application in the building sector include Aditya et al. [10], and 
D’Alessandro et al. [11]. Insulation materials are applied in some groups 
including the walls, the roofs, the ceilings, the windows, and the floors. 
Their types, properties, benefits, and drawbacks were also discussed. 
The work of Abu-Jdayil et al. [12] has reviewed the different types, 
methods of manufacturing, and features in both the traditional and 
state-of-the-art thermal insulation materials in the last decades. Thermal 
insulating materials are generally comprised of a solid matrix material 
with a gaseous material interspersed randomly or regularly within the 
cells, pores or interstices [13]. 

Most of the available thermal insulation materials can be classified in 
four general groups including inorganic, organic, combined, and 
advanced materials. They are created in several forms including porous, 
blanket or batt form, rigid, natural form, and a reflective structure [14]. 
Inorganic materials (glass wool and rock wool) account for 60% of the 
market, whereas organic insulation materials are 27%. Conventional 
materials such as polyurethane (PUR), polyisocyanurate (PIR), extruded 
polystyrene (XPS), expanded polystyrene (EPS) are preferred in many 
buildings and thermal energy storage applications due to their low 
thermal conductivity and low cost [15]. 

Mineral wool includes a variety of inorganic insulation materials 
such as rock wool, glass wool, and slag wool. The average range of 

thermal conductivity for mineral wool is between 0.03 and 0.04 W/(m. 
K) and the typical λ-values of glass wool and rock wool are 0.03–0.046
W/(m.K) and 0.033–0.046 W/(m.K), respectively. These materials have
the low thermal conductivity value, are non-flammable, and highly
resistant to moisture damage. However, it can affect health problems,
for example, skin and lung irritation [12]. Organic insulation materials
are derived from natural resources which are currently used in buildings
due to their attractiveness, renewable, recyclable, environmentally
friendly and required energy to manufacture is less than that of tradi-
tional materials [10].

To retard the heat transfer in building envelopes, various of new 
insulation materials has produced to achieve the highest possible ther-
mal resistance. They are vacuum insulation panels (VIPs), gas filled 
panels (GFPs), aerogels, and phase change materials (PCM). Among 
them, VIPs exhibit one of the lowest thermal conductivity values (lower 
than 0.004 W/(m.K)) and have a high life expectancy (over 50 years). 
This super-insulated material is created inside the panel which decreases 
the thickness of the thermal insulation materials, but the thermal con-
ductivity will increase irreversible over time due to diffusion of water 
vapor and air through the envelope [12]. Aerogels are also considered as 
one of the state-of-the-art thermal insulators with the range of thermal 
conductivity values from 0.013 to 0.014 W/(m.K) and the density for 
buildings is usually 70–150 kg/m3 [11]. However, its commercial 
availability is very limited due to the high cost production [16]. GFPs 
and PCM are the thermal insulation materials of tomorrow due to their 
low thermal conductivity values, 0.013 W/(m.K) and 0.004 W/(m.K), 
respectively. While GFPs are made of a reflective structure containing a 
gas insulated from the external environment by an envelope imperme-
able as possible, PCM stores and releases heat as the surrounding change 
by transforming from a solid state to liquid when heated and turning 
into a solid state when the ambient temperature drops [10,11,16]. 

Table 1 shows the thermal properties of some common insulation 
materials. The data are collected and synthesized according to the 
literature and practical experiment. Thermal insulating materials are 
usually tested which covered by standards such as EN 12664 (low 
thermal resistance) [17], EN 12667 (high thermal resistance) [18], EN 
12939 (thick materials) [19], ASTM C518 (heat flow meter apparatus) 
[20], and ASTM C177 (guarded hot plate apparatus) [21]. Nevertheless, 
as a result of the wide range of thermal properties of insulation mate-
rials, there is no single measurement method for all thermal conductivity 
measurements [22]. 

There is uncertainty about the thermal conductivity values for 
inorganic, organic, and advanced materials which are 0.03–0.07 W/(m. 
K), 0.02–0.055 W/(m.K), and lower than 0.01 W/(m.K), respectively. 
Generally, the nominal thermal conductivity of porous materials range 
from 0.02 to 0.08 W/(m.K), while the thermal conductivity values of 
alternative insulation materials made from natural fibers vary from 0.04 
to 0.09 W/(mK). Conventional materials such as mineral wool, foamed 
polystyrene are mainly used in thermal energy storage systems due to 
long term usage, and low cost. Natural fibers-based insulation materials 
derived from agricultural waste such as coconut, rice straw, bagasse, 
etc., currently applied in some building applications due to the envi-
ronmentally friendly properties [33,34]. However, the main disadvan-
tage is their relatively high-water absorption, resulting in high thermal 
conductivity. Therefore, the use of VIPs or PUR-PIR foams with lower 
thermal conductivity can be a good choice for reducing energy con-
sumption as well as cost savings [15]. Additionally, there are efforts to 
make thermal insulation from wood waste products [35], but they 
should be protected against saturation, especially when used externally. 
Another new development material is aerogel and VIPs with a low 
thermal conductivity of just 0.017–0.021 W/(m.K) and 0.002–0.008 
W/(m.K), respectively, which exhibits excellent thermal insulation 
properties. In fibrous insulating materials, the fineness of the fibers and 
their orientation play a main role. In foam insulating materials, the 
thermal conductivity is determined by the fineness and distribution of 
the cells and particularly by the gases in those cells. Insulating materials 

Nomenclature 

PS Polystyrene 
EPS Expanded polystyrene 
XPS Extruded polystyrene 
PUR Polyurethane 
PIR Polyisocyanurate 
PE Polyethylene 
ENR Expanded nitrile rubber 
EVA Ethylene vinyl acetate 
VIPs Vacuum insulation panels 
GFPs Gas filled panels 
LWAC Lightweight aggregate concrete 
PCM Phase change materials 
OIT Optimum insulation thickness 

Greek symbols 
λ Thermal conductivity (W/(m.K)) 
ρ Density (kg/m3) 
p Pressure (Pa) 
w Moisture content (%)  
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made from wood fibers or wood wool, the density factor is critical for the 
insulating capacity. The range of temperature shows the minimum and 
maximum service temperatures based on manufacturers information. 
Insulating materials can react very differently to hot and cold environ-
ment and there is no uniform test method that enables a direct com-
parison between insulating materials [24]. 

Previous studies have carried out the thermal conductivity coeffi-
cient strongly depends on the temperature, moisture content, density [7, 
11,12,16]. Some research gaps can be identified from existing literature 
and published studies. Firstly, there has been no detailed overview of all 
factors influencing in the thermal properties of building insulation ma-
terials. Secondly, few empirical data evaluates the thermal performance 
of insulation materials considering cost, environment impact, personal 
comfort and lessen attention to other properties such as embodied en-
ergy, embodied carbon, hygroscopic and fire protection. Furthermore, 
thermal properties of insulation materials are mainly determined by 
thermal conductivity, specific heat capacity, thermal diffusivity, coef-
ficient of thermal expansion, and mass loss. However, most studied in 
the field of heat and moisture transport have only focused on the thermal 
conductivity for the steady state without evaluating the other properties. 
Hence, it is imperative to understand the combined influence of the 
many factors to gain useful insights into the actual performance of 
insulation materials for practical applications. 

This review aims to provide a fundamental understanding of 
different building insulation materials and their thermal conductivities. 
The main research question is to discuss the factors influencing thermal 
conductivity coefficients of insulation materials used in building enve-
lopes. Another object is to synthesize the relationship between mean 
temperature, moisture content, and density with thermal conductivity as 
a linear function. This article also exhibits the λ-values of some common 
traditional and state-the-art materials to understand insulating materials 
used in building construction. 

This paper has been structured as follows. Section 2 explores the 
main role of the thermal conductivity coefficient when studies the heat 
transport in buildings as well as the values of various common building 
insulation materials are displayed. The effects of factors including 

temperature, moisture content, density, thickness, pressure, aging, and 
air surface velocity in the thermal conductivity are presented in section 
3. Then, section 4 discussed how these factors influencing in the thermal
conductivity. Finally, section 5 concludes the present study.

2. Thermal conductivity coefficient

Insulation materials are supposed to conduct heat badly in order to
prevent large heat losses. The lower the heat conduction in a material, 
the less heat flows through it. The thermal performance of a building 
envelope depends to a great extent on the thermal effectiveness of the 
insulation layer which is mainly determined by its λ-value. Thermal 
conductivity is the time rate of steady-state heat flow through a unit area 
of a homogeneous material in a direction perpendicular to its isothermal 
planes, induced by a unit temperature difference across the sample [36]. 
At the microscopic level, the apparent thermal conductivity depends on 
numerous factors such as cell size, diameter and arrangement of fibers or 
particles, transparency to thermal radiation, type and pressure of the 
gas, bonding materials, etc. A specific combination of these factors 
produces the minimum thermal conductivity. At the macroscopic level, 
the apparent thermal conductivity largely depends on various factors, 
namely mean temperature, moisture content, density, and aging. 
Therefore, thermal conductivity coefficient is always a primary param-
eter measuring in every thermal calculation. 

Thermal insulating materials can reduce the energy losses as well as 
minimize the emissions of the greenhouse gases from buildings. The 
choice of insulation material can have a great effect on energy efficiency 
in both cooling and heating, and on health problems. Heat transfer in 
thermal insulation materials is generally divided into heat conduction 
through the solid material, conduction through its gas molecules and 
radiation through its pores. Convection is insignificant because of the 
small size of the air bubbles. To develop insulation materials in an 
environmentally friendly manner, it is important to know their apparent 
thermal conductivity [14]. According to the DIN 4108, “Thermal insu-
lation and energy economy in buildings”, materials with a λ-value lower 
0.1 W/(m.K) may be classed as thermal insulating materials. Materials 

Table 1 
Classification of the commonly used insulation materials and uncertainty about their thermal conductivity.  

Main group Subgroup Insulation 
Material 

Temperature (◦C) Density (kg/m3) Thermal conductivity (W/(m.K)) Reference 

Inorganic Fibrous Glass wool ̶ 100–500 13–100 0.03–0.045 [11,12,23] 
Rock wool ̶ 100–750 30–180 0.033–0.045 [7,11,12,23–26] 

Cellular Calcium silicate 300 115–300 0.045–0.065 [24] 
Cellular glass ̶ 260–430 115–220 0.04–0.06 [24] 
Vermiculite 700–1600 70–160 0.046–0.07 [7,24,27] 
Ceramic N.A. 120–560 0.03–0.07 [24] 

Organic Foamed EPS ̶ 80–80 15–35 0.035–0.04 [7,11,16,23,24]  
XPS ̶ 60–75 25–45 0.03–0.04 [7,11,15,16,23,24,28]  
PUR ̶ 50–120 30–100 0.024–0.03 [11,16,23,24,29]  
PIR ̶ 20–100 30–45 0.018–0.028 [11,30] 

Foamed, expanded Cork 110–120 110–170 0.037–0.050 [11,16,24] 
Melamine foam N.A. 8–11 0.035 [24] 
Phenolic foam 150 40–160 0.022–0.04 [11,24] 
Polyethylene foam ̶ 40–105 25–45 0.033 [24] 

Fibrous Fiberglass ̶ 4–350 24–112 0.033–0.04 [7,28] 
Sheep wool 130–150 25–30 0.04–0.045 [24] 
Cotton 100 20–60 0.035–0.06 [24] 
Cellulose fibers 60 30–80 0.04–0.045 [7,11,16,24] 
Jute N.A. 35–100 0.038–0.055 [11] 
Rice straw 24 154–168 0.046–0.056 [11] 
Hemp 100–120 20–68 0.04–0.05 [24] 
Bagasse 160–200 70–350 0.046–0.055 [11,31] 
Coconut 180–220 70–125 0.04–0.05 [11,24,31] 
Flax N.A. 20–80 0.03–0.045 [24] 

Combined Boards Gypsum foam N.A. N.A. 0.045 [24] 
Wood wool 110–180 350–600 0.09 [24] 
Wood fibers 110 30–270 0.04–0.09 [24] 

Advanced materials  VIPs N.A. 150–300 0.002–0.008 [11,24] 
Aerogel N.A. 60–80 0.013–0.014 [11,16,24,32]  
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with thermal conductivity values lower 0.03 W/(m.K) can be regarded 
as very good, whereas values from 0.03 to 0.05 W/(m.K) are only 
moderate, and higher 0.07 W/(m.K) are less effective [16,24,37,38]. 
The published thermal conductivity of insulation materials are usually 
specified by manufactures and normally investigated under standard 
laboratory conditions [39–42], for example, a standardized mean tem-
perature around 24 ◦C and relative humidity of 50 ± 10% [43]. 

3. Factors influence thermal conductivity coefficient

It is essential to examine the thermal properties of any insulation
materials due to its important role affecting the heat transfer in building 
envelopes. Thermal properties are mainly defined by thermal conduc-
tivity, specific heat, thermal diffusivity, thermal expansion, and mass 
loss [44]. Among them, the thermal conductivity coefficient is the main 
key to measure the ability of a material to transfer or restrain heat flows 
through building insulation materials. At the macroscopic level, thermal 
conductivity largely depends on three main factors: operating temper-
ature, moisture content, and density [33,37,42]. Other factors are a 
thickness, pressure, air surface velocity, and aging. 

3.1. Temperature 

The temperature dependency of thermal conductivity in building 
insulation materials has been investigated by a large number of theo-
retical and practical studies. Based on these results, the λ-value usually 
increases with increasing temperature [28,37,39,42,45–62]. 

3.1.1. Inorganic materials 
Abdou and Budaiwi elucidated the dependence of thermal conduc-

tivity of inorganic materials under mean temperatures ranging from 4◦

to 43 ◦C. Their first study was conducted for rock wool and fiberglass 
with different densities [57]. Their results showed an increase in ther-
mal conductivity values as a linear relation with mean temperatures. 
The variation was clearer with less density materials. An equivalent 
analysis of rock wool, mineral wool, and fiberglass with a thickness 
ranging from 5 to 100 mm in their next study indicated that higher 
operating temperatures are associated with higher λ-values, and the 
relationship is presented by a linear regression with temperature for 
most insulation materials [42]. Experiments with fiberglass and rock 
wool were observed in their third article in accordance with the impact 
of moisture content [63]. They assessed the changes in thermal con-
ductivity with different densities not only the variation of operating 
temperatures ranging from 14◦ to 34 ◦C but also the effect of moisture 
content. Examination of their results continues to confirm that a higher 
operating temperature is always associated with higher thermal con-
ductivity. The effective thermal conductivity of some conventional 
materials such as mineral wool and foam glass as a linearly increasing 
function at mean temperatures varying from 0◦ to 100 ◦C was studied 
with a protected heating plate device [47]. The λ-values of these insu-
lation materials were 0.04 W/(m.K), 0.045 W/(m.K), and 0.05 W/(m.K) 
at mean temperature of 10 ◦C. Occasionally, inorganic open-cell mate-
rials, such as fiberglass or rock wool, have been proposed the linear 
temperature-dependent law that displays a decreased thermal conduc-
tivity at low temperatures [45]. 

3.1.2. Organic materials 
The change of thermal conductivity of polystyrene (PS) and poly-

ethylene (PE) with mean temperatures was evaluated [42,57]. The rate 
of heat exchanges of PE was the most sensitive to temperature, while PS 
insulation was the least affected, approximately of 0.000384 (W/(m. 
C)/◦C) and 0.0001 (W/(m.C)/◦C), respectively. According to the statis-
tical data of expanded polystyrene (EPS) material in determining the 
impact of the temperature on thermal conductivity, Gnip et al. [64] 
calculated the λ-value at any point in a range temperature from 0◦ to 
50 ◦C by using a calculated value of thermal conductivity at 10 ◦C. The 

relationships presented a slight increase with a rise of temperature. The 
changes in temperature have always been ascribed to the variation of 
thermal conductivity. Khoukhi et al. [65] showed that higher tempera-
tures increase thermal conductivity for three types of polystyrene ma-
terials. Their next study demonstrated a linear rise in thermal 
conductivity with increasing temperatures in four PE insulation speci-
mens with densities from low to super high [49]. Testing the effect of 
temperature on thermal conductivity on EPS and polyurethane (PUR) 
materials by using the hot wire method, Song et al. [56] revealed that at 
the same density, the thermal conductivity coefficient increases with 
increasing ambient temperature. 

A series of empirical observations of some insulation materials 
including EPS, extruded polystyrene (XPS), PUR have shown the influ-
ence of temperature on their effective thermal conductivity [47]. The 
data shows the relationship between λ-values and temperatures is a 
linear function. An evaluation of alternative insulation materials based 
on sheep wool has also shown the linear increase with increasing tem-
perature from 10◦ to 40 ◦C [66]. Koru [37] studied the effects of tem-
perature on thermal conductivity closed-cell thermal insulation 
materials, namely EPS, XPS, expanded nitrile rubber (ENR), PUR, PE, 
and ethylene vinyl acetate (EVA) with a heat flow meter using the 
standards EN 12664, 12667, and ASTM C518. The results revealed that 
thermal conductivity increases with the rise of the range temperature 
between ̶ 10◦ and 50 ◦C. Based on the empirical data, the author 
expressed the relationships among the λ-values and the temperature as 
linear equations. A similar assertion also comes from the experimental 
investigation of Berardi et al. [28]. Zhang et al. [8] investigated the 
change of thermal conductivity of five polyurethane foams occurs at 
temperatures varying from ̶ 40◦ to 70 ◦C. Resembling the previous 
publication, Khoukhi also affirmed the incremental increases of thermal 
conductivity of polystyrene expanded insulation materials as the oper-
ating temperature increases when studying the combined impact of heat 
and moisture transfer on building energy performance [39]. Next, he 
continued to investigate the dynamic thermal effect of thermal con-
ductivity at different temperatures of the same insulation materials. The 
experimental data showed that thermal conductivity increases linearly 
with temperature [67]. 

Besides the studies on temperature-dependent thermal conductivity 
of various traditional materials, there is an interesting in manufacturing 
natural fiber-based insulation materials with high thermal resistance. 
These insulators are derived from natural materials such as hemp, cot-
ton, rice straw, or wood waste products. Manohar et al. [68] tested the 
apparent thermal conductivity of coconut and sugarcane fiber at a mean 
temperature of 24 ◦C with different densities. The λ-value of both 
biodegradable materials increased with an increase in temperature. The 
minimum thermal conductivity of coconut and sugarcane ranged from 
0.048 to 0.049 W/(m.K) and 0.046 to 0.049 W/(m.K) showing low 
values when compared to some conventional insulation materials. 
Wood-based fiberboards are also used as thermal insulation materials 
due to their low density, and high thermal resistance, etc. However, they 
are sensitive to changes in environmental conditions because of their 
porous internal structures. Hence, the thermal conductivity will increase 
by approximately 50% as the temperature goes up from ̶ 10◦ to 60 ◦C 
[50]. 

3.1.3. Combined materials 
Bio-based materials can be used as an effective alternative product in 

buildings which reduce energy consumption and optimize the utilization 
of fossil fuels for the sake of sustainable development. Some natural 
materials such as hemp, flax, jute or rice straw can be combined with 
concrete to create material with high thermal resistance, low density, 
and high durability. According to the study of Rahim et al. [69], the 
effect of temperature on λ-values is important. The thermal conductivity 
of bio-based materials rose slightly with increasing temperature from 
10◦ to 40 ◦C and the relationship is a linear function. The same trend was 
demonstrated in the work of Srivaro et al. [70], with empirical tests of 
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some rubberwood specimens which had a linear change between their 
thermal conductivity and the varying temperatures. The thermal con-
ductivity of three different samples sheep wool, goat wool, and horse 
mane increases significantly by approximately 55% with increases in 
temperature [46]. 

Lightweight aggregate concrete (LWAC) shows better thermal per-
formance than conventional concrete, so, it is currently used in the 
construction sector [71]. The study of twelve mixtures of LWAC proved 
that its thermal conductivity increases with the temperature range be-
tween 5◦ and 35 ◦C [72]. A novel multilayer reflecting thermal insu-
lation material called “mirror-panel” made from aluminum foil and 
coated paper using in building envelope was developed and tested to 
determine the temperature dependency of its thermal resistance. 
Experimental results showed that its thermal conductivity increases 
almost linearly with an increase of temperature [73]. 

A series of practical observations studied the temperature-dependent 
thermal conductivity of the composite materials [74–76]. Using 
water-based nanofluids, the results from measurements of Das et al. [77] 
and Mintsa et al. [78] showed a linear increase of effective thermal 
conductivity with temperature varying between 20◦ and 50 ◦C. Working 
with nanotube specimens, Khordad et al. [75] found that thermal con-
ductivity increases as temperature increases. The same upward trend 
was also documented in a paper of Wang et al. [79] with the composite 
phase change materials. The data is expressed by a highly accurate linear 
fit. The recent study of Guo et al. [80] on aerogel blankets, phenolic, and 
polyisocyanurate foams has shown a linear increase in thermal con-
ductivity by 24%, 13%, and 14% respectively when the mean temper-
ature varies from 280◦ to 300 K. 

3.1.4. New technology materials 
The combination of technical development and advanced materials 

produced state-of-the-art thermal building insulation including vacuum 
insulation panels (VIPs), aerogels, gas filled panels (GFPs), phase change 
material (PCM), and closed-cell foam [10]. Among them, VIPs exhibit 
the lowest thermal conductivity. Its main benefit is the reduction of the 
required thickness of the insulation layers compared to conventional 
materials in buildings [81]. 

Fantucci et al. [82]. investigated the temperature dependence of 
thermal conductivity in fumed silica-based VIPs. The main advantage is 
its relatively low thermal conductivity in the case of a complete loss of 
vacuum. Experimental analyses of two samples with different thickness 
showed an increase up to 45% when the temperature increases from 2◦

to 50 ◦C. The next study noted that a 53% increase in thermal conduc-
tivity of the raw VIPs from 0.0049 to 0.0075 W/(m.K), and from 0.0021 
to 0.0028 W/(m.K) in fumed silica over the range of temperatures be-
tween ̶ 7.5◦ and 55 ◦C [48]. 

Aerogel is one of the thermal building insulations of tomorrow due to 
its low density, high porosity, small average pore size, and very low 
thermal conductivity. They have found potential practical applications 
for thermal insulation systems including energy storage, construction 
and building [83]. Several studies have investigated the effect of tem-
perature on thermal models of aerogel composite insulation materials 
[84–86]. The data of Liu et al. [87]. showed a low effective thermal 
conductivity of silica aerogels from 0.014 to 0.044 W/(m.K) and a 
nonlinear increasing correlation with increasing temperature from 28◦

to 108 K. There was the same result of three samples of silica aerogel but 
different densities with temperature ranges from 300◦ to 700 K [86]. 
Thermal conductivity of aerogel blankets increased from 0.0135 to 
0.0175 W/(m.K) at mean temperatures varying from ̶ 20◦ to 80 ◦C and 
the relationship was almost linear [32]. Same conclusions with 
increasing slightly were also shown in the study of Nosrati et al. [88]. 

Table 2 shows practical equations to illustrate the temperature- 
dependent thermal conductivity of different insulation materials using 
data collected from articles. 

A higher operating temperature is always associated with higher 
thermal conductivity for most insulation materials. As the temperature 

rises, the rate of heat conduction increases, then increasing the λ-value 
but within the limited temperature range, usually from ̶ 10◦ to 50 ◦C and 
typically up to 20%–30%. This is the case with inorganic fiber insulation 
and some petrochemical insulating materials which show lower thermal 
conductivity at lower temperatures [45]. Additionally, the relationship 
between thermal conductivity and temperature is almost linear. Firstly, 
the measurements are focused separately on the effect of these influ-
encing factors. Secondly, the experimental conditions are set up in a 
steady-state condition. According to the American Society for Testing 
and Materials ASTM-C518 standard, thermal conductivity is only given 
for standardized conditions and most of the published thermal con-
ductivity values from experimental investigations as well as from man-
ufacturers from laboratory work [37]. However, weather conditions, 
exterior temperature, and moisture values vary over the course of a day. 
Therefore, it is important to determine the thermal conductivity of 
insulation materials and their dependence on temperature. 

3.2. Moisture content 

In the normal environmental conditions around buildings, all these 
three stages of moisture (solid, liquid, gas) can be dangerous for building 
materials. Excessive moisture causes the following five problems: dete-
riorated habitation quality, reduced thermal resistance, additional me-
chanical stresses, salt transport, and material decay. This phenomenon is 
due to both obvious as well as more inconspicuous causes: moisture 
intrusion into building interior due to contact with liquid water, mois-
ture deposition on the building surface due to contact with water vapor, 

Table 2 
Temperature-dependent thermal conductivity shown as a linear function of 
insulation materials.  

Main group Insulation 
Materials 

Relationship Mean 
temperature 
(◦C) 

Reference 

Inorganic Rock wool 1.915e–4 × T 
+ 0.0336 

4–43 [42] 

materials Fiberglass 3.01e–4 × T +
0.0281 

14–39 [89]   

3.368e–4 × T 
+ 0.0414 

4–43 [42] 

Organic 
materials 

EPS 1.476e–4 × T 
+ 0.0356 

0–50 [64] 

5e–5 × T +
0.0347 

10–43 [67] 

6e–5 × T +
0.033 

10–43 [39] 

XPS 1.045e–4 × T 
+ 0.0276 

10–43 [42] 

EVA 8.46e–5 × T +
0.03746 

̶ 10–50 [37] 

PE 3.19e–4 × T +
0.04589 

̶ 10–50 [37] 

PIR 2e–4 × T – 
0.0273 

7–27 [80] 

PUR 1.71e–4 × T +
0.027 

0–100 [90] 

Hemp 2e–4 × T +
0.047 

10–40 [69] 

Sheep wool 2e–4 × T +
0.0349 

10–40 [66] 

Coconut 2.84e–6 × T +
0.0487 

10–40 [68] 

Bagasse 2.38e–4 × T +
0.0456 

10–40 [68] 

Rubberwood 4e–4 × T +
0.1246 

̶ 10–40 [70] 

Combined 
materials 

Wood wool 3.06e–4 × T +
0.0607 

4–43 [42] 

New 
materials 

VIPs 4e–5 × T +
0.0049 

̶ 15–63 [48]  

Aerogel 
blanket 

5e–5 × T +
0.0166 

̶ 10–50 [88]
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moisture intrusion into the building due to contact with water vapor and 
built-in moisture [91]. For building envelopes, insulated walls, and 
roofs, moisture can diminish their effective thermal properties. Addi-
tionally, moisture migrating through building envelopes can also lead to 
poor interior air quality as high ambient moisture levels cause microbial 
growth, which may seriously affect human health and be a cause of al-
lergies and respiratory symptoms [92]. As the thermal conductivity of 
water is about 20 times greater than that of stationary air, water ab-
sorption is always connected with an increase in thermal conductivity 
[24]. Therefore, it is crucial to study the impact of moisture on thermal 
performance, especially in building insulating materials. 

It is essential to measure the initial and the increased moisture 
content of building insulation materials. Various techniques have been 
suggested for each type of measurement such as drilling techniques, 
electrical techniques, environmental monitoring, thermographic imag-
ing [93]. Zhang et al. measured the moisture content from the change in 
volumetric heat capacity before and after the moisture acquirement 
using a hot wire [94]. The same method was adopted in another 
investigation but using the transient temperature [95]. The moisture 
content of a building material is calculated based on the weight of 
absorbed moisture to the dry weight of the material. According to the 
ASTM C1616, the moisture content of organic and inorganic insulation 
materials by mass is calculated from the following equation: 

w =
m − md

md
(1)  

where w is the moisture content (%), md is the mass of the dried sample 
(kg), m is the mass of damped sample (kg). 

3.2.1. Conventional materials 
Some experimental investigations in building insulation materials 

including mineral wool, fiberglass, and polystyrene have found that an 
increase of thermal conductivity is always associated with rising mois-
ture content [50,96–98]. Lakatos observed a slight increase of up to 0.2 
W/(m.K) for mineral wool and fiberglass samples with varying of 
moisture content from 0 to 100% [98]. His previous study with extruded 
polystyrene (XPS) confirmed the influence of moisture content on 
thermal conductivity [99]. Jerman et al. [97] concluded that thermal 
conductivity of mineral wool rises quickly from 0.041 W/(m.K) to 
approximately 0.9 W/(m.K) with rising moisture content. Another 
investigation was concluded, in which the thermal conductivity of 
mineral wool increased from 0.037 to 0.055 W/(m.K) with increasing 
moisture content from 0% to 10% by volume [16]. Conversely, 
expanded polystyrene (EPS) is only slightly affected by an increase of 
moisture content. Its value was 0.037 W/(m.K) in a dry state and 0.051 
W/(m.K) in saturated conditions. Another study investigated thermal 
performance by cooling polystyrene insulation materials documented 
the rise of thermal conductivity due to the increases in moisture content 
[39]. An increase of thermal conductivity of mineral wool can reach a 
maximum of 446% with increasing moisture content of 15% [63], 
compared to the thermal conductivity of rock wool which can increase 
312.8% with an increase in moisture content of 13.6% in the latest study 
of Gusyachkin et al. [96], and thermal conductivity of fiberglass in-
creases nearly 300% by the time if it gained 3% moisture [100]. It can be 
explained by the initial moisture content. Samples with higher initial 
moisture content always show higher percentage change of thermal 
conductivity. 

Most of building insulation materials are normally porous and their 
the coefficient of thermal conductivity usually ranges from 0.02 to 0.08 
W/(m.K) [101]. Due to the high porosity, porous materials can absorb 
large amounts of moisture under high humidity conditions resulting in 
an increase in the thermal conductivity coefficient [54]. A study of Liu 
et al. [102] showed that thermal conductivity of foam concrete rose 
rapidly in the low volumetric fraction of moisture content and slowly 
increased with increased moisture. The authors later measured the 

influence of water content on the thermo-acoustic performance of 
building insulation materials [103]. Samples of high porosity insulation 
materials were treated by heat treatment through some steps before 
measuring with the transient plane method to assess how thermal con-
ductivity is influenced by water content. This showed a linear increase 
for four types of specimens including mineral wool, melamine foam, 
polyurethane, and cork. When the building materials are moistened, wet 
insulation can increase to the maximum ratio of thermal conductivity 
between the dry and wet samples by 3.51 with a maximum moisture 
content of 15.1% in the ambient temperature ranged from 24.9◦ to 
38.6 ◦C after 55 days [104]. Thermal conductivity increases by 
approximately 200% when the moisture content reaches 10% in foam 
concrete [102]. In contrast to the above conclusions, another study with 
wood frame insulation walls made of spruce-pine-fir concluded that 
there was no obvious effect on thermal conductivity since moisture 
content was less than 19% [105]. 

A study carried out by Gawin et al. [106] measured the impact of the 
initial moisture content on the thermal conductivity of wood-concrete 
and EPS-concrete materials using a heat flow meter. The results 
showed an increase of thermal conductivity with increasing the water 
content in the range of 70%–85% relative humidity. Using the same 
lightweight specimens but with different densities, Taoukil et al. [107] 
also confirmed the influence of relative humidity on thermal properties. 
Thermal conductivity rose rapidly with water content and was presented 
as an exponential equation. The next laboratory study from Nguyen L.H. 
et al. [72] contributed to the assumption of the moisture dependence of 
thermal conductivity of lightweight concretes. In this case, the result 
showed a linear relationship. 

3.2.2. Alternative materials 
In recent years, thermal protection used of natural fibrous materials, 

agricultural wastes, forest product wastes as the raw materials of ther-
mal insulation products. Therefore, the amount of harmful waste gas 
caused by petrochemical insulating materials in the atmosphere will 
decrease. However, these kinds of materials are more sensitive to 
moisture, so, it is necessary to evaluate their thermal performance due to 
the change of relative humidity. The moisture dependence of thermal 
conductivity values of different insulating materials made from hemp, 
jute, and flax was investigated in the study [108]. Results showed a high 
increase of thermal conductivity with increasing moisture content. Data 
for the effect of water content in thermal conductivity of three bio-based 
concretes derived from hemp, jute, flax noted that there is a linear in-
crease in λ-values as the moisture content increases and its effect is more 
crucial due to the increase of thermal conductivity of air and water at 
high temperature [69]. An experimental study on the effect of humidity 
on thermal conductivity of binderless board made from date palm fibers 
was investigated in a study of Boukhattem et al. [109]. It showed a 
significant increase with volumetric water content ranges from 0 to 40% 
and the relationship was expressed as a polynomial function. As a result, 
date palm fiberboard can be used as insulation materials in buildings 
due to its low thermal conductivity of 0.033 W/(m.K) in a dry state. The 
effect of moisture content due to the changes of relative humidity on 
thermal performance of wood-based fiberboards was evaluated. Ther-
mal conductivity increased almost linearly with increasing moisture 
content [50]. The tests carried out on twenty-four soft fiberboards made 
from wood fibers also showed that thermal conductivity increases lin-
early with increasing moisture content [110]. Abdou and Budaiwi [63] 
investigated the thermal performance of eleven different fibrous mate-
rials at different percentages of moisture content. The results showed 
that higher moisture content is always associated with higher thermal 
conductivity for different densities. The data fit a linear relationship for 
almost all the specimens except for mineral wool which was expressed 
by a non-linear function. 

The natural insulators show a low value of thermal conductivity and 
better thermal technical characteristics than other conventional mate-
rials. However, a major drawback is their high wettability and 
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absorbability due to an open structure of natural fiber, which can 
negatively affect the mechanical and thermal properties. Natural fiber 
can be activated with silane surfactant to combat effectively hydrophi-
licity and prevent rotting [111]. Some different products for hydro-
phobic treatment were chosen to deal with the water absorption and 
hygroscopicity of hemp fibers in the study. It was found that the 
hydrophobic-treated fibers have shown lower short-term absorbability 
compared to untreated ones [112]. 

3.2.3. Advanced materials 
Aerogel is one of the new insulating materials, commonly used in 

construction due to its nano-porous structure and excellent thermal 
conductivity between 0.014 and 0.022 W/(m.K). In these studies [113, 
114], there are some experimental steps, in which the thermal con-
ductivity of aerogel in the form of blankets is significantly effect by the 
moisture content. The first one documented that the thermal conduc-
tivity increases by up to 15% as the relative humidity increases from 0% 
to 90%. Whereas the second study showed an increase by 36% in ther-
mal conductivity in the same range of relative humidity. An increase in 
the thermal conductivity of aerogel-enhanced insulation materials due 
to high levels of moisture content was observed in the study [88]. Re-
sults showed that the thermal conductivity increased in a wide range of 
relative humidity from 0% to 95%. Additionally, there was a correlation 
between the density distribution and the increase in the λ-values in 
which the lower the density the lower the increasing rate of thermal 
conductivity. 

The most beneficial conclusion from numerous studies mentioned 
above, is to elucidate the crucial impact of moisture content on thermal 
conductivity. As a result, thermal conductivity increases with increasing 
moisture content due to the presence of liquid phase. Moisture content is 
related to thermal conductivity in accordance with a linear law for most 
insulation materials. However, some experimental investigations of 
mineral wool and foamed insulation materials showed non-linear 
equations [46,66]. It could be caused by an increase in the quantity of 
air from the increasing the number and size of cells. Another reason 
could be the accuracy of experimental measurements and variable lab-
oratory conditions or the imperfections of the materials. Supposing that 
higher moisture content increases thermal conductivity, Table 3 pre-
sents the increased linear between the λ-values and the moisture content 
of building insulation materials. 

3.3. Heat and moisture transport 

Both operating temperature and relative humidity have a significant 
influence on the thermal energy performance of insulation materials. 
Employing experimental analyses, most of the studies have focused on 
determining the influencing temperature and moisture content in ther-
mal conductivity in a steady state in which its value can be determined 
independently at a mean temperature and specific humidity. In reality, it 
is essential to determine a simultaneous calculation of the effect of 
influencing factors such as temperature, moisture levels, air velocity, 
and thickness in thermal conductivity due to the heat transport transient 
process. Therefore, many scholars focused on the combined effect of 
heat and moisture transfer simultaneously on the insulation λ-values of 
materials, based on numerical simulation and experimental investiga-
tion [50,72,92,99,116–119]. 

A numerical problem was modeled to study four stages of heat and 
moisture transfer in porous insulation materials [120]. The result 
showed that the effective thermal conductivity increases with increasing 
ambient humidity. The energy transfer in a multilayered building en-
velope was investigated through the coupled heat and moisture transfer. 
Modeling the problem in two dimensions and using the Comsol program 
[121], Liu et al. analyzed the change of temperature due to the change of 
moisture transfer with space and time in both horizontal and vertical 
directions. In order to obtain the actual thermal conductivity in the 
combined heat and moisture transfer mechanism of porous materials, i. 
e., normal concrete, clay brick and aerated concrete, Wang et al. [122] 
built a mathematical model calculating the actual thermal conductivity 
caused by moisture, different temperatures, and humidity. From the 
numerical model, there is an increase in the actual thermal conductivity 
when the temperature decreases, and the water vapor pressure in-
creases. Khoukhi examined the combined effect of temperature and 
moisture content on the change of thermal conductivity of polystyrene 
materials and their impact on the energy performance of building [43]. 
The findings confirmed the increase of thermal conductivity as tem-
perature and moisture content increase and the results can be used for 
reference to other insulation materials. 

3.4. Density 

3.4.1. Traditional materials 
The density dependence of thermal conductivity of polystyrene, 

fiberglass, and mineral wool was investigated at various mean temper-
atures [42]. The thermal conductivity of expanded polystyrene (EPS) 
decreases from 0.043 and reached the minimum value of 0.032 W/(m.K) 
with rising density from 14 to 38 kg/m3 at a mean temperature of 10 ◦C 
[64]. There was no discussion for this behavior in the article, however, it 
may be explained by the air bubble sizes of porous materials in case of 
low density which are bigger than in the higher density foam materials. 
The higher bubbles provide more intense heat transfer through the 
material. As the density increases the air bubbles will be smaller and the 
frame structure become more complex. In the smaller bubble the heat 
transfer is lower, and additionally the more complex solid matrix system 
has a higher thermal resistance. By increasing the density, the solid 
content of the system will be higher consequently the thermal conduc-
tivity of solid parts become more dominant. These three phenomena 
(bubble size, complexity of the frame, amount of solid content) results 
an effective thermal conductivity which can reach a minimum value. 
Another study also found that the thermal conductivity of EPS decreases 
with increasing density in the range of 10 and 25 kg/m3 and the rela-
tionship was expressed by a linear function [123]. It is known that 
increasing density of the foam materials led to decreasing air content 
and size of the air inclusions. In this case, the convection of air and gas 
conduction are insignificant, and the heat flow is directed by the con-
duction of the solid particles resulting the decreased thermal conduc-
tivity. The experimental data of Khoukhi and Tahat contributed to the 
assumption that higher density produces lower thermal conductivity. In 

Table 3 
Thermal conductivity as a linear function of moisture content.  

Main group Insulation 
Materials 

Relationship Moisture 
range (%) 

Reference 

Conventional 
materials 

Fiberglass 4.6e–5 × w +
0.0372 

0–50 [63] 

1.023e–3 × w 
+ 0.0323 

0–35 [89] 

Rock wool 1e–5 × w +
0.0398 

0–50 [63] 

EPS 7e–4 × w +
0.035 

0–80 [99] 

0.017 × w +
0.039 

0–40 [67] 

PUR 0.00187 × w +
0.039 

0–80 [100] 

Fiberboard 2.31e–4 × w +
0.0383 

0–14 [110] 

Alternative 
materials 

Bagasse 7.2e–4 × w +
0.08807 

5–30 [115] 

Hemp 0.298 × w +
0.118 

0–80 [69] 

Flax 0.365 × w +
0.157 

0–80 [69] 

Straw 0.239 × w +
0.088 

0–80 [69] 

Advanced 
materials 

Aerogel 0.2 × w +
0,01859 

0–6 [114]
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their first study [65], they measured thermal conductivity of three 
polystyrene samples with different densities at four different tempera-
tures varying from 10◦ to 43 ◦C using the guarded hot plate method. The 
result showed that lower material density leads to higher thermal con-
ductivity values. An equivalent experiment was conducted to support 
this hypothesis in their next studies [49,124]. When testing four 
heat-insulated EPS and PU samples at the same temperature, the thermal 
conductivity first went down and then increased with an increase in 
density and reached its minimum value at 0.029 W/(m.K) and 0.026 
W/(m.K) in the range of 17 to 18 kg/m3 and 30 to 45 kg/m3, respectively 
[56]. Experimental studies of 17 different inorganic samples were 
investigated with changing densities from 8.9 to 60 kg/m3 [37]. It is 
seen that the thermal conductivity decreases with increasing density for 
the same types of materials. Furthermore, the thermal conductivity of 
specimens having lower densities increased faster the others. 

3.4.2. Alternative materials 
Although conventional materials are mainly used in buildings, 

alternative materials derived from natural sources also show the same 
performance requirements in heating. A study with open-cell insulation 
materials which are made from hemp fibers found that a reduction of 
thermal conductivity with an increase of density due to the condensation 
inside the sample [125]. Whereas, the thermal conductivity of 
concrete-based hemp fibers increases by about 54% when the density 
increases by 2/3 [126]. The test of sheep wool showed the thermal 
conductivity decreases by up to 21% at 40 ◦C when the bulk density 
increases 50%, from 20 to 40 kg/m3 [66]. However, Sekino concluded 
the opposite trend in his experiment with cellulose fibers [127]. The 
λ-values increase slightly by approximately 5% with increasing density 
from 20 to 110 kg/m3. To explain this conclusion, a parameter named 
“the apparent thermal conductivity” was created to elucidate how 
density affects λ-values. The number of heat bridges formed by cellulose 
fibers increases with rising material density which causes increased 
thermal conductivity. The same result in investigating the effect of 
moisture on thermal conductivity at various of densities was obtained 
experimentally with three bio-based materials: hemp concrete, flax 
concrete, and rape straw concrete. It is showed that dry thermal con-
ductivity was expressed as a linearly increasing function of the dry 
density [69]. Another study of G. Balčiūnas et al. [128] demonstrated 
that the thermal conductivity of hemp shives composites depends on 
97% of density and the relationship shown as a multiple regression 
equation. Also, this specimen had low thermal conductivity from 0.055 
to 0.076 W/(m.K) within the range of 210 to 410 kg/m3 due to the low 
density of the sapropel binder addictive. Among the different types of 
natural fibers, coconut fiber has been used as the potential lightweight 
material when using as reinforcement in a composite. A study of three 
types of coconut samples exhibited that thermal conductivity decreased 
from 0.052 to 0.024 W/(m.K) with an increase in density from 30 to 120 
kg/m3 [129]. 

Table 4 shows the increased linear of some fibrous insulation 
materials. 

3.4.3. New technology materials 
A model consisting of aerogel, calcium silicate and xonotlite-aerogel 

composite insulation materials was built to determine the effect of their 

densities on their thermal conductivity [86]. In the range of optimal 
density from 110 to 160 kg/m3, the thermal conductivity of aerogel 
reached the minimum value of approximately 0.016 W/(m.K) and the 
density of calcium silicate was the key factor to affect the λ-values of the 
aerogel composite. Moreover, with an increase of the density of the 
silicate up to 250 kg/m3, the thermal conductivity of the aerogel com-
posite increased by 200%. The relation between thermal conductivity 
and density is nonlinear, the limiting low value of thermal conductivity 
is 0.012 W/(m.K) which is denoted for density as 150 kg/m3 [131]. 
Investigation of VIPs with wood fiber core materials noted that their 
thermal conductivity increases slowly with increasing density less than 
240 kg/m3 and rapidly increases since the density reaches 260 kg/m3 

[132]. 

3.5. Thickness 

It is a common understanding that the thicker the insulation, the 
lower the heat transfer through it [133]. However, thermal conductivity 
is not dependent on the thickness of insulation, which instead affects its 
thermal resistance [134]. 

Lakatos et al. investigated the dependence of the thermal conduc-
tivity on the thickness of the expanded materials [123]. They proved 
that thermal conductivity does not depend on the thickness of the 
specimens, contrary to the R-values. The thermal resistance increased 
regarding to the calculated data from the measurement. In another study 
with sheep wool, the thermal resistance showed an increase with 
increasing thickness of samples from 40 to 80 mm at varying of mean 
temperature [66]. Mahlia et al. evaluated the correlation between the 
thickness and the thermal resistance of fiberglass, urethane, EPS through 
the thermal conductivity values [135]. The main objective of the 
research was to point out the optimum thickness to achieve the highest 
thermal conductivity or the lowest thermal resistance. 

The impact of thickness on the thermal transmittance of expanded 
polystyrene, glass wool, and wood cement board for the external wall 
structure has been investigated [136]. For construction, the thermal 
transmittance and its thermal resistance have a reciprocal relationship; 
the lower the thermal transmittance, the higher the thermal resistance; 
and consequently, the higher thermal insulation of wall structure. The 
results indicated that the thermal resistance increased for all three types 
of insulation material as the thickness increased up to 0.2 m. In addition, 
there is a critical thickness for the thermal insulation of the external 
wall. One of the popular ways to improve thermal performance is to use 
an enclosed air layer in exterior building envelopes since the air has low 
thermal conductivity. Zhang et al. found that the thermal resistance 
increased by 14.77% when the thickness of the air layer increased from 
10 to 20 mm, but the effect was limited when the thickness exceeded 20 
mm [137]. 

Insulation thickness with material costs, energy saving, and energy 
consumption was investigated in some studies whose data is shown in 
Table 5. 

3.6. Air surface velocity 

Air surface velocity can affect the heat transfer coefficients, and 
therefore, it can affect the heat transfer process. Higher the rate of air 
movement across a surface, higher is the rate of heat transfer, and 
consequently, higher the surface coefficient [141]. The outside surface 
convective heat transfer coefficient is a function of windward speed 
which varied from 1 to 10 m/s in a study. From this relationship, the 
higher the rate of air speed across a surface, the higher the rate of heat 
transfer through the building envelope. Consequently, the higher heat 
transfer coefficient resulted in the moderation in the temperature dif-
ference between outdoor and indoor temperature. Therefore, it in-
fluences the thermal performances of insulation materials. Effects of 
wind velocity and orientation were investigated considering four 
surface-to-air temperature differences [142]. Results showed that the 

Table 4 
Thermal conductivity as a linear function of density.  

Insulation 
Materials 

Relationship Density range (kg/ 
m3) 

Reference 

Cellulose fiber 1.73e–4 × ρ + 0.0262 20–110 [127] 
Hemp concrete 2.37e–4 × ρ + 0.0196 200–600 [69] 
Flax concrete 2.48e–4 × ρ + 0.0192 200–600 [69] 
Straw concrete 1.61e–4 × ρ + 0.0221 200–600 [69] 
Straw bale 1.9e–4 × ρ + 0.045 50–130 [130]
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wind velocity strongly affects the convective heat transfer coefficient, in 
which the wind direction had a notable effect for vertical walls and 
roofs, but the surface-to-air temperature difference had a negligible ef-
fect for wind velocity higher than 2 m/s. The obtained results are also 
useful for designing appropriate building envelopes. Moreover, when 
calculating the thermal properties of buildings and constructions, sur-
face resistance should be considered on the outside and inside of the 
structure. Surface resistance generally comprises of the combined heat 
transfer by radiation and convection, it can be increased by decreasing 
the air velocity and can be used to calculate the energy need for heating 
or cooling [143]. 

In the laboratory, where sample is well-insulated and well-protected 
from the wind, there is negligible influence on the permeability of the 
insulation materials. However, in real climate conditions, there is a 
significant impact of wind on thermal performances of building enve-
lopes, which has not yet been determined. Excellent thermal perfor-
mance can be achieved by using thicker layer, higher airflow velocity, or 
lower thermal conductivity of porous material. The heat flux entering 
the indoor space can be reduced to practically zero, when the exhaust 
airflow velocity in porous layer reaches to 0.003 m/s [101]. 

3.7. Pressure 

The most commonly used insulation materials in buildings are 
fibrous insulations. Heat transfers through a fibrous insulation involves 
combined modes of heat transfer: solid conduction through fibers, gas 
conduction and natural convection in the space between fibers, radia-
tion interchange through participating media. If solid and radiative 
contributions are independent of gas pressure, changing pressure affects 
the effect of gas conduction to the effective thermal conductivity. This 
contribution investigated by Zhao et al. [144]. The results noted a sig-
nificant increase in effective thermal conductivity of fibrous insulation 
materials from 0.01 to 0.04 W/(m.K) with an increase of pressure from 
10-2 to 105 Pa.

Vacuum insulation panels (VIPs) are effective thermal insulators due
to their lower thermal conductivity compared to other traditional 
insulation materials. The thermal conductivity coefficient of VIPs at 
vacuum pressure varied in the range of 0.001 to 0.002 W/(m.K). Some 
conventional materials used as the core in VIPs such as glass fiber, 
polyurethane foam, or polystyrene foam showed an increase in λ-values 
with increasing pressure in the range from 10 to 105Pa [145]. For 
instance, the thermal conductivity of extruded polystyrene showed an 
increase from 0.006 W/(m.K) at 10 Pa to 0.031 at 105 Pa [146]. A 
possible explanation is that the thermal conductivity of air inside the 
pore structures increases when the pressure increases from vacuum to 
ambient over the time [147]. Another potential insulation material, 
aerogel, has low thermal conductivity of approximately 0.0135 W/(m.K) 
at ambient pressure and can be reduced to 0.004 W/(m.K) at a pressure 
reduced to 50 mbar [83]. Liu Hua et al. [87] documented the effective 
thermal conductivity of silica aerogel increased nonlinearly from 0.014 
to 0.044 W/(m.K) with raising the pressure using the inverse method. 

The other specimens of aerogel and xonotlite calcium silicate also 
showed a considerable decrease in thermal conductivity with a drop of 
pressure, and approach to a constant when pressure is less than 104 Pa, 
and 102 Pa, respectively [86]. The same trend was also derived from the 
experimental study of Tang et al. [61]. 

3.8. Aging 

It is generally known that the mechanical properties and thermal 
performances of insulation materials alter significant over the time. One 
of the most impactful aging influences on the thermal conductivity is the 
diffusion of the highly insulating blowing agents, and the infusion of air 
from the environment which may absorb moisture into the material 
[148]. Bhattacharjee et al. has first given the model of thermal con-
ductivity of foam insulation materials which experience three stages 
throughout their aging process [149]. The impact of environmental 
aging, through exposure to high temperature and moisture on the tem-
perature and humidity dependent conductivity of polyurethane (PUR) 
and polyisocyanurate (PIR) foam materials has investigated in the study 
[148]. Results showed that the thermal conductivity of closed-cell PUR 
is much higher after the aging from 1 to 4.5 months and the change in 
the first month is greater than the rate change later in the process. 
Whereas the effect of aging in the open-cell PUR is minimal but the 
initial λ-value is higher than the measured closed-cell materials. In case 
of determining the moisture dependent conductivity, all samples were 
stored in the chamber to expose the materials from dry state to relative 
humidity of 90%. The effective thermal conductivity was subsequently 
observed that there was a slightly increase with higher humidity, 
especially at very low temperature. In the latest study of Winkler-Skalna 
et al. [90], the changes in the effective thermal conductivity of five PUR 
samples with the effects of density, thickness, and average temperature 
after the aging was analyzed. The first stage is to determine the initial 
thermal conductivity values at different mean temperature before 
heating for 7 days, 21 days, 90 days, and 175 days. For most PUR types, 
the highest increment in the value of λ coefficient with mean tempera-
ture was noted in the 7 days and 21 days of conditioning. Meanwhile, 
there was a distinct drop in the rise of the λ coefficient with increasing 
density from 40 kg/m3 to 80 kg/m3. To investigate the effect of the age 
of materials on the effective thermal conductivity of foam insulation, 
Berardi observed the impact of temperature and moisture content on 
thermal conductivity in a pristine condition and after heating for 4.5 
months [148]. As a result, there is a minimal increase in thermal con-
ductivity with temperature of polyurethane materials after aging. It is 
explained by the diffusion of gas in the material of lower density, 
because the lower is the apparent density of the foam material, the 
higher the percentage of gas filling up the cells, and thus the higher the 
impact of aging. 

The main aging mechanism of VIPs are moisture penetration and air 
impact in which air causes the pressure growth inside the materials and 
moisture can penetrate the core structure [131]. The influence of aging 
on thermal properties was also tested for VIPs in some studies [146, 

Table 5 
Insulation thickness with material cost energy saving, and energy consumption of various thermal insulation materials.  

Insulation 
Materials 

Thermal conductivity (W/(m. 
K)) 

Thickness 
(mm) 

Material cost 
($/m3) 

Energy Saving 
($/m) 

Energy Consumption (MJ/f. u. 
kg) 

Reference 

Rock wool 0.04 50 95 6.2 53.09 [134,138,139] 
Glass wool 0.038 50 155 5.6 229.02 [15,139] 
Fiberglass 0.05 50 350 25.6 – [139,140] 
XPS 0.035 50 224 27.2 127.31 [37,134,139] 
EPS 0.035 50 155 28.4 80.8–127 [15,30,37, 

139] 
PUR 0.022 50 156 – 99.63 [15,139,140] 
PIR 0.025 25 152 – 69.8 [15,139] 
VIPs 0.008 5 247 – 149–226 [15,139] 
Aerogels 0.015 20 547 – 53.9 [15,139]  
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150]. Fantucci et al. [48] evaluated the changes in thermal conductivity 
of VIPs with aging. It showed a rapid increase of λ-values from 0.0048 to 
0.0051 W/(m.K) after the first 20 months and a slow increase between 
8% and 10% for the next 20 months. Generally, in order to predict the 
aging influence and further exceed the service life of VIPs, it is essential 
to determine the gas and water vapor permeance velocity as well as the 
relation between these parameters and the materials properties, size, 
and temperature of the VIPs. 

In general, evaluation of the effects of aging through the tempera-
ture, moisture, density on the dependence of thermal conductivity is 
very useful to develop the hygrothermal models in order to assess how 
insulation materials perform over the life cycle of a building under real 
environmental conditions. 

4. Discussion

Insulation materials can be classified as conventional and state-of- 
the-art materials. Specifically, conventional materials are fibrous ma-
terials including inorganic such as fiber glass, mineral wool (rock wool, 
glass wool) or natural/bio-based insulation materials and organic, like, 
polystyrene, polyurethane (PUR), polyisocyanurate (PIR). Besides, 
recent applications in building envelopes are using innovative materials 
such as vacuum insulation panels (VIPs), aerogel due to their high 
thermal resistance. Most of commonly used building insulation mate-
rials considerable influenced by the environmental conditions due to 
their porous structure and the proportional of air or other gas filling up 
the cells. The heat conduction of an insulator is strongly influenced by 
several factors: temperature, moisture content, density, aging time, 
along with secondary factors such as raw material, cell gases, nature and 
microstructural of solid component, air surface velocity, pressing, and 
sample thickness. A comparison of thermal conductivity and density in 
common building insulation materials collected from published studies 
are shown in Fig. 1 [8,12,28,32,35,37,42,46–48,63–66,80,89,96, 
151–157]. Materials having low thermal conductivity (below 0.05 
W/(m.K)) and low density (below 100 kg/m3) are placed in the first 
group. These are the most commonly used insulation materials in 
buildings today. The second group with aerogel and VIPs also has low 
thermal conductivity, but higher density than that in the first group. The 
last group shows materials with the highest thermal conductivity and 
the highest density. 

Due to the fact that molecule movements is the basic of heat con-
duction, the temperature has a huge impact on thermal conductivity of 
insulation materials. Fig. 2 shows an increase in thermal conductivity for 
four groups of insulation materials with increasing mean temperature 

from ̶ 10◦ to 50 ◦C [28,37,42,48,66,68,69,88]. Fibrous insulation ma-
terials such as fiberglass, hemp fibers, flax fibers, cellulose fibers, sheep 
wool are more affected by temperature than other insulation materials. 
Besides, thermal conductivity of samples having lower densities 
increased faster in relation to the increase in temperature. In other 
words, low density implies large pore volume and much more air con-
tent which causes a greater effect of operating temperature on λ-values. 
Additionally, the starting thermal conductivity of the open cell materials 
(fiberglass, rockwool) is much higher than that of the closed-cell ma-
terials (XPS, EPS, PUR). due to the high initial moisture content of the 
samples. Also, the thermal conductivity of aerogel and VIPs may be 2–3 
times lower than that of conventional insulating materials. The increase 
in the thermal conductivity of new advanced materials is subjected to 
high levels of temperature, moisture content, and aging effect. Com-
bined insulation materials also exhibit temperature-dependence due to 
the high density and water absorption from surroundings. It is reported 
that the temperature-dependent laws is linear. 

Changes in thermal conductivity due to moisture variations can be 
explained by a shift in the division of the thermal and humidity distri-
bution in the structure, which alters the sorption properties of the ma-
terial. Fig. 3 [63,66,88,115,158] illustrates the changes in thermal 
conductivity as the moisture content increases. The thermal conduc-
tivity of natural fibrous insulating materials rises more sharply than that 
of foam materials for the same increase in moisture content at the same 
temperature of 24 ◦C. Since the fibrous materials are naturally hygro-
scopic and have a porous structure, they can accumulate moisture by 
adsorption from the air. The ability of moisture to penetrate into the 
internal open pore system at increased relative humidity significantly 
affects the temperature distribution as well as the thermal conductivity. 
Examination of results revealed that higher moisture content is always 
related to higher thermal conductivity for all densities. In addition, 
samples with higher density generally exhibit larger changes in λ-values 
at the same moisture content. Materials having similar density but 
conditioned at different initial moisture content exhibit different re-
lationships between the thermal conductivity and moisture content. The 
rate of change in thermal conductivity with moisture content is higher at 
higher initial moisture content. The lower the density of open-cell 
insulation materials, the higher the effect of moisture content on the 
thermal conductivity. An increasing in thermal conductivity of aerogel 
with increasing moisture content reflects that the hydrophilic properties 
of the materials need to be investigated for use in building and 
construction. 

Recent studies confirmed that thermal building materials are 
considerably influenced by moisture and to a lesser degree, by ambient 

Fig. 1. Comparison of thermal conductivity and density in common insulating materials.  
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temperature. Due to the accumulation of moisture on the surface of a 
building envelope, some vapor condenses into liquid and changes the 
relative humidity. This leads to an increase in thermal conductivity by 
an extent greater than that caused by the temperature variation. How-
ever, these studies have primarily focused on foam insulation materials 
with a large moisture content and latent heat storage capacity. Hence, it 
is crucial to study the combined effect of heat and moisture transfers on 
the thermal conductivity of building components. 

The density is critical for the thermal performance of an insulating 
material. Fig. 4 illustrates the variation in thermal conductivity at mean 
temperature of 24 ◦C with density of conventional insulation materials 
(Fig. 4a) and natural fibrous insulating materials (Fig. 4b). Generally, 
the most favourable densities range for practical investigation falls be-
tween 20 and 140 kg/m3. 

For closed-cell materials, it can be stated that high density shows low 
thermal conductivity. At densities range from 20 to 40 kg/m3, the 
thermal conductivity of EPS, XPS, and PUR insulation materials shows 

the trend that decreases as density increases as shown in Fig. 4a [37,42, 
63]. It is because higher density means smaller pores and less than air 
volume, resulting in the heat flow through the materials is mainly 
governed by the thermal conduction of the solid particles, while the 
effect of the heat transfer by convection and radiation becomes insig-
nificant. This causes a decrease in λ-values. Besides, the variation in 
thermal conductivity values of EPS and PUR can be explained by the 
difference of microstructure, porosity, and pore dimensions of the foam 
insulation materials. The thermal conductivity of open-cell materials 
also shows the linear decrease as the density increases in the range of 40 
and 140 kg/m3 and the changes in thermal conductivity values of 
mineral wool and fiberglass can be explained by the air bubbles present 
in the porous structures. Besides, the effect of density on thermal con-
ductivity of open-cell materials is generally lesser than that of closed-cell 
materials. It is because the diffusion of gas in the foam materials; the 
higher the apparent density the lower the proportional of gas filling up 
the cells, and thus the lower the impact of other influencing factors like 

Fig. 2. Effect of mean temperature on thermal conductivity of various building insulation materials: (a) inorganic materials; (b) organic materials; (c) advanced 
materials; (d) combined materials. 
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mean temperature, moisture content, or aging. On the other hand, 
fibrous materials such as bagasse, palm, coconut fibers showed the 
variation in which the thermal conductivity decreased to a minimum 
and then increased as density increased from the minimum possible 
value upwards [66,129,155]. This behavior shows the same reaction 
with the result in article [64], therefore, it can be explained by three 
phenomenon include bubble size, complexity of the frame, and the 
amount of solid particles. Besides, the non-linear decrease may come 
from the reduction of wettability and absorbability due to a reduction of 
the voids in open structure of the natural fiber since increased density. 
The decreased thermal conductivity may be explained by the heat 
conduction mechanism, if fibrous materials are high density, thermal 
conductance through the solid particles is more important than both 
radiation and convection. In this conduction, the thermal conductivity is 
decreased whit the density increases. Additionally, it is also shown that 
an increase in solid fiber density reflected an increase in thermal con-
ductivity values of the fibrous batt after reaching the minimum value 
and it is consistent with loose fill materials having higher thermal con-
ductivity than closed-cell insulation materials. 

5. Conclusions

This comprehensive review provides a detailed discussion on the
factors influencing the thermal conductivity of insulation materials. 
Temperature, moisture content, and bulk density are the primary factors 
significantly affecting the thermal conductivity coefficient, depending 
on the material. Other factors such as thickness, airflow velocity, pres-
sure, aging also influence the thermal performances. In most cases, the 
thermal conductivity shows a linearly increasing trend with tempera-
ture. The moisture content strongly affects the thermal conductivity of 
both organic and inorganic materials. Bulk density also plays an 
important role in determining the thermal conductivity with opposite 
trends, it may exhibit a linear decrease for conventional materials and 
nonlinear variation for organic materials. This function seems to be 
linear decrease in types of conventional materials or shows a non-linear 
with natural fiber materials. Depending on the relationship between 
thermal conductivity and influencing factors, fibrous insulation mate-
rials show more sensitivity to temperature, moisture, and density 
compared to the other conventional materials. Understanding the 

Fig. 3. Effect of moisture content on thermal conductivity of various building insulation materials: (a) fiberglass, (b) rockwool; (c) natural materials; (d) aerogel.  
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quantitative relationship between the effective thermal conductivity 
and the influencing factors of the insulation materials is fundamental in 
determining the envelope heat, mass transfer, and building energy 
consumption. 

Published studies demonstrate that influencing factors cannot be 
ignored. Recently, the design methods calculate with a standardized 
value, measured in ideal laboratory conditions and these results are 
shown in marketing products. However, reality is much more transient. 
With the increasing importance of energy savings and decreasing the 
embodied energy of insulation materials, more sophisticated calculation 
methods will be needed in the near future. These new methods can 
rearrange the evaluation aspects, but undoubtedly will need more 
complex technical equipment and calculation processes. In fact, new 
calculation methods could not determine the perfect values, but they 
provide a better approximation of the performance of insulation. 
Furthermore, the research gaps found in some publications and existing 
empirical studies should be considered in future works. 

In further investigations, it would be interesting to compare the 
calculated thermal performance and the real performance on the site of 
an insulated structure. This finding provides the following insights for 
future research to examine the dependence of thermal properties 
including thermal conductivity, thermal diffusivity, heat specific ca-
pacity, coefficient of thermal expansion on their moisture content, 
temperature differences, density, and air velocity of the thermal in-
sulators derived from natural fibers. 
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Perspektiven für Dämmstoffe aus heimischen nachwachsenden Rohstoffen, 
Landtechnik 55 (1) (2000) 22–23, 22–23. 

[27] H. Zhang, Building Materials in Civil Engineering, Elsevier, 2011. 
[28] U. Berardi, M. Naldi, The impact of the temperature dependent thermal 

conductivity of insulating materials on the effective building envelope 
performance, Energy Build. 144 (2017) 262–275. 

[29] J.-W. Wu, W.-F. Sung, H.-S. Chu, Thermal conductivity of polyurethane foams, 
Int. J. Heat Mass Tran. 42 (12) (1999) 2211–2217. 

[30] S. Omer, S. Riffat, G. Qiu, Thermal insulations for hot water cylinders: a review 
and a conceptual evaluation, Build. Serv. Eng. Technol. 28 (3) (2007) 275–293. 

[31] S. Panyakaew, S. Fotios, New thermal insulation boards made from coconut husk 
and bagasse, Energy Build. 43 (7) (2011) 1732–1739. 

[32] A. Hoseini, C. McCague, M. Andisheh-Tadbir, M. Bahrami, Aerogel blankets: from 
mathematical modeling to material characterization and experimental analysis, 
Int. J. Heat Mass Tran. 93 (2016) 1124–1131. 
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1. Introduction

In China, most regions from the south of the Qinling
Mountains and to the north of the Bashan Mountains are
earth-rock mountainous areas where 81% of the cultivated
land is sloping land. Owing to the climatic conditions in
these regions, heavy rainfall and frequent rainstorms occur
for extended periods of time, resulting in severe soil erosion.
Accordingly, the local government has implemented mea-
sures to transform the sloping farmlands and build level
terraces to prevent soil and water loss. /ese level terraces
are of concern to the production growth of local grains and
for guaranteeing the satisfactory livelihoods of local resi-
dents. However, most terraced ridges are formed by artificial
tamping that are liable to collapse considering the charac-
teristics of soil and stone materials, the slope condition, the

construction technology adopted, and unreasonable human
activities./ematerial solidification method, which involves
the addition of materials such as cement [1], high polymer
[2], zeolite stabilizer [3], natural calcarenite [4], lime [5],
bacteria, and other microorganisms [6] to improve the
strength and stability of the gravel or soil, is used to reinforce
the slopes [7]. /e materials formed on the basis of the
aforementioned method are essentially cemented sand and
gravel, cemented coarse soil, and other cemented granular
materials.

/e mechanical properties of the reinforcement mate-
rials are utilized to analyze the stability of a slope theoret-
ically, especially the strength criterion, which is used to
analyze the failure criteria of the materials under various
stress states and is helpful for the structural calculation of
terrace slopes. Previous studies have revised the existing
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ABSTRACT

The failure strength criterion of terrace slope reinforcement materials, such as lean cemented sand and gravel (LCSG) material, under a tri 
axial stress state is investigated in this research. Based on experimental results and literature data, cement content and confining pressure 
were chosen as main components to evaluate their influence on the peak stress of terrace slope reinforcement materials. Under four 
confining pressure levels, the mechanical characteristics of LCSG samples with cement contents of 60, 80, and 90 kg/m3 and non cemented 
sand and gravel materials were tested (namely, 300, 600, 1000, and 1500 k Pa). The results reveal that as the confining pressure is 
increased, the strength of the LCSG material improves. When the confining pressure exceeds 1200 k Pa, the rate of strength increase 
for LCSG and other cemented grained materials often slows. The material strength increases in a linear fashion as the cement content 
rises. Damage will occur at the particle cemented site along the shear plane when the axial load reaches a particular value, and the 
resistive stress caused by the cementation will display a tendency of growth first and then attenuation, while the friction between particles 
will increase by degrees. Based on the found strength properties of LCSG material under various cement contents and confining pressures, 
a new strength criteria for LCSG and other comparable materials is presented that includes frictional and cementing strengths. The 
findings of this study can be used as a theoretical foundation for calculating the stability of terrace slopes and LCSG dams.
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classical strength criteria and proposed several new strength
criteria by carrying out triaxial tests on specific reinforce-
ment materials. Mola-Abasi et al. [3] investigated the po-
tential of a zeolite stabilizer known as an additive material to
improve the unconfined compression strength, failure, and
chemical properties of cemented sand. Coop and Atkinson
[4] investigated strength properties of artificially cemented
carbonate by triaxial tests at confining pressures of up to
9MPa. With the increase of the cement content of artificially
cemented carbonate, the peak strength increases which
agrees well with this framework of other cemented soils.
Ding et al. [8] conducted triaxial compression tests aiming at
analyzing the relationship among the shear strength char-
acteristics of solidified dredged materials, cement content,
and confining pressure and then proposed a strength cri-
terion for solidified dredged materials that accounted for the
strength evolution mechanism. Li et al. [9] modified the
Mohr–Coulomb (M-C) criterion through triaxial com-
pression tests of artificially cemented sand and elaborated on
the influence of the cement content. Kongsukprasert et al.
[10] conducted a triaxial compression strength test on lean
cemented sand and gravel (LCSG) materials and studied the
effects of factors such as water content, curing agent content,
dry density, curing period, and shear force on their strength.
Wu et al. [11] analyzed the influence of curing age and
confining pressure on the shear strength of LCSG materials
through triaxial tests, modified the M-C criterion, and then
developed a strength criterion considering curing age. Amini
and Hamidi [12] researched the effect of the cement content
on the cohesion and internal friction angle values based on
the M-C criterion and triaxial compression tests on LCSG.
Clough et al. [13] andWang [14] took the aggregate contents
and confining pressures as the variables to determine their
impact on the shear strength values of LCSG; however, no
strength criterion that accounted for the aggregate content
was proposed. Yang et al. [15, 16] found the influence of
cement content, confining pressure, and aggregate content
on the strength according to test research results and not
only modified the M-C criterion but also proposed a new
strength criterion for LCSG materials. Wei et al. [17] con-
cluded from triaxial tests on LCSG materials under con-
fining pressures of 0–2500 kPa that the peak strength
increased as the confining pressure increased, but the
magnitude of the increment decreased gradually. According
to the aforementioned studies, the strength criteria of LCSG
materials, cement soil, and other reinforcement materials are
typically directly revised according to various forms of the
classical strength criteria. /e strength criterion above has
different forms, and most of them are obtained by directly
fitting the strength and confining pressure. For the areas
with abundant soil and stone materials, it is difficult to
reasonably verify the slope reinforcement there based on the
strength criterion of a specific cemented soil material or
improved stone material given by existing references.
/erefore, it is indispensable to establish a unified strength
criterion.

M-C strength criterion is widely utilized because of its
simple mathematical expression and clear physical meaning.
To accurately reflect the decay law of slope strength, the

respective reduction factors of cohesive force c and friction
angle φ are applied for the M-C strength criterion. Chen
et al. [18, 19] assumed that slope stability coefficient Fs was
the weighted average of cohesion reduction coefficient and
friction angle reduction coefficient, whose weight was used
to represent the proportion of cohesion and friction angle,
and thus proposed an improved double-strength reduction
method. Various modifications to the M-C strength crite-
rion have been proposed to reflect the characteristics of
geotechnical materials [11, 20–24]. For instance, in some
studies, the linear criteria were revised to nonlinear criteria
according to material test results, while in others, the M-C
strength criterion was modified, and binary mediummodels
for structural soil and other similar materials were proposed.
/e binary medium model [23, 25–27] considers the ma-
terial as a binary medium composed of a cementation el-
ement (structure) and a friction element (damaged body).
/e structural change in the deformation process is ab-
stracted as structural gradual damage, which is then
transformed into a damaged body. Similar to structural soil,
LCSG materials have certain cemented properties. However,
they are mainly provided by cemented materials such as
cement and fly ash, rather than produced by structural
action. Whether it is appropriate to directly simulate the
strength characteristics of LCSG via binary medium mod-
eling remains to be discussed.

Aiming at providing a theoretical basis for the stability
calculation of the terrace slope of reinforcement materials
such as LCSG material, the strength and failure character-
istics of these cemented materials under different cement
contents and confining pressures were analyzed in this
study. Based on the M-C strength criterion and binary
medium theory, a new strength criterion that incorporates
the frictional strengths and the cementing strengths was
proposed for the LCSG material and cemented soil.

2. Materials and Methods

2.1. Raw Materials and Mix Ratio. Natural sand and gravel,
as shown in Figure 1(a), were employed as the aggregates in
the large-scale triaxial consolidated drained shear test of the
LCSG material. /e gradation of the aggregates is shown in
Figure 2. /e aggregate particle size was varying from
0.075mm to 60mm, and the aggregate distributions are
exhibited in Table 1./e sample preparation density for the
aggregates was maintained at 2.29 g/cm3. /e LCSG ma-
terials containing cementing agents of 60, 80, and 90 kg/m3

were researched, respectively, in order to accurately de-
termine the degree of improvement of the cement content
on the mechanical properties of the sand and gravel ma-
terial. /e cemented materials, as shown in Figure 1(a),
consisted of dry cement (PO 42.5R) and secondary dry fly
ash collected from power plants around Nanjing, China,
respectively, which were mixed in accordance with a mass
ratio of 3 : 2. /e cement contents for the LCSG materials
with cementing agents of 60, 80, and 90 kg/m3 are 36, 48,
and 54 kg/m3, respectively, and the fly ash contents are 24,
32, and 36 kg/m3, respectively. /e water-binder ratio was
fixed at 0.8.
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2.2. Test Sample Preparation. A cylindrical LCSG specimen
with a diameter of 300mm and a height of 700mm was
prepared. /e specimen preparation procedure is detailed
below, which has a comprehensive precision index higher
than 1%.

(1) /e amounts of cement, fly ash, sand, gravel, and
water required for each specimen were calculated
according to the mix proportion requirements of
cemented sand, and then these components were
mixed.

(2) /e mixture was divided into five layers into the
cylindrical mold, as shown in Figure 1(b). Each layer
was vibrated, grounded, and compacted. After the
fifth mixture layer was rolled, the sample of LCSG
material was formed.

(3) Two specimens were prepared for each test to im-
prove the accuracy of the test results. /e specimens
were cured at 20± 2°C for 28 days. Wu et al. [11]
believed that the strength of LCSGmaterials had met
the engineering requirements after curing for 28
days, and the strength of materials beyond 28 days
had not been substantially improved. /erefore, the

experimental curing age of such materials was
generally set as 28 days. /e specimens were fixed
with a rubber sleeve to prevent them from falling or
damaging the testing machine.

2.3. Test Equipment and Process. /e large-scale triaxial
consolidated drained shear test on LCSG was carried out
using the static and dynamic triaxial test instrument as
shown in Figure 1(b). /e test instrument consisted of five
parts, namely, the hydraulic station and digital signal ele-
ment, load cell, triaxial pressure chamber, pressure/volume
controller, and cylinder software. /e maximum confining
pressure and axial load were 4MPa and 1500 kN, respec-
tively. /e test was conducted according to the guidelines
specified in SL237-1999 [28]. /e comprehensive accuracy
index of the instrument was greater than 1%. In this study,
the axial displacement was measured by a grating dis-
placement sensor with an accuracy of 0.01mm, and the axial
strain was obtained by the ratio of axial displacement to axial
dimension. /e volumetric strain can be calculated by the
ratio of the drained volume of the specimen to its own
volume.

/e specimens were allowed to stand for 2 or 3 h prior to
the triaxial tests. /ey were then saturated using the vacuum
pumping saturation method [29] for LCSG materials,
thereby ensuring that the saturation exceeded 95%. /e
large-scale triaxial consolidated drained shear tests were
launched under four confining pressures: 300, 600, 1000, and
1500 kPa, respectively. /e reason for selecting these values
of confining pressures is that they conform to the state of
stress for all engineering applications of LCSG material
including slope reinforcement and dam construction at
present. Furthermore, it was ensured that the loading would
be halted once the axial strain reached a value of 15%. /e
specimen after the test is shown in Figure 3.

3. Results and Discussion

Figure 4 gives the triaxial shear test results for the non-
cemented sand and gravel and LCSG with cement contents
of 60, 80, and 90 kg/m3, respectively, under different

(a) (b) (c)

Figure 1: Raw materials and mix ratio. (a) Raw materials. (b) Cylindrical mold. (c) /e static and dynamic triaxial test instrument.
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Figure 2: Gradation of the aggregates.
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confining pressures. /e deviatoric stress, especially peak
deviatoric stress called peak shear strength of LCSGmaterial,
grew significantly larger as the cement content increased
under a fixed confining pressure. /e stress-strain curves of
the LCSG material under different cement contents are
strain softening, which differ from the hardening curves of
noncemented sand and gravel material. In contrast, the
stress-strain curve of the structural loess is similar to that of
the remolded loess without the strain-softening phenome-
non [30]. /e main reason for this difference is that the
LCSG materials contain cement and fly ash, which can
cement the particles and improve the strength of the sand
and gravel materials, while the internal resistance of the
structural loess is mainly the frictional resistance, and the
damage resistance of the cement in it is negligible. To further
study the strength characteristics of the LCSG material, it is
necessary to understand its failure mechanism. In recent
studies, Huo [31] used Particle Flow Code (PFC) software to
simulate the uniaxial shear tests of the cemented coarse-
grained soil, and the shear process is shown in Figure 5.
Chen [32] used the multiphysics lattice discrete particle

model (M-LDPM) to conduct a microscopic numerical
simulation of a triaxial shear test of the cemented sand and
gravel materials, the failure process of which is shown in
Figure 6. Combined with the aforementioned numerical
simulation results of those similar materials and the mac-
roscopic variation characteristics of the specimen for LCSG
material observed by those large-scale triaxial consolidated
drained shear tests, we believe that the failure process of
LCSG materials and similar materials should be shown in
Figure 7. /e LCSG material begins to undergo cementation
damage under a certain confining pressure, and then the
damaged loose particles are subjected to extrusion and
friction until the LCSG material is destroyed. Macroscopi-
cally, the damaged area gradually becomes larger, forming a
shear zone.

To explore the reasons of this strength enhancement,
referred to the treatment method of triaxial test curves of the
hardfill material at different curing ages byWu et al. [11], the
difference of the deviatoric stress between LCSG materials
and noncemented sand and gravel material under the same
axial strain is calculated and shown in Figure 8. At the initial
stage of axial loading, the difference of the deviatoric stress of
LCSG material with varying confining pressure or cemented
content exists, which indicates that the cemented material in
the LCSG material rapidly begins to act as a cohesive
component under small strains. With the increase of axial
strain, the difference of the deviatoric stress becomes greater,
explaining that the cemented part of LCSG resists the load
from the initial stage of loading, and the resistance increases
as the loading adds. When the difference of deviatoric stress
reaches the peak value of the curve, the resistance of the
cemented part is the most obvious. /en, the difference of
the deviatoric stress starts attenuation, reflecting that the
effect of the cemented part reduces, and the deviatoric stress
is mainly caused by friction./us, the gradual destruction of
the cemented material enhances the influence of the friction
between particles. /e cohesive and internal frictional forces
in the LCSG material develop stepwise with variations in the
axial stress, the phenomenon of which resembles the
properties of structural loess [30]. In addition, under the
same confining pressure, the difference of the deviatoric
stress corresponding to the same axial strain enlarges with
the increase of the cement content. /e results show that the
greater the amount of cementation, the stronger the ce-
mentation resistance with the same deformation.

Combined with the deviatoric stress in Figures 4 and 8, it
is seen that the differences of the peak deviatoric stress
between noncemented sand and gravel and LCSG material
with cement contents of 60, 80, and 90 kg/m3 under a
confining pressure of 300 kPa are 1.31%, 1.51%, and 1.29%,
respectively, while the corresponding differences of the peak
deviatoric stress in Figure 8 are 1.28%, 1.34%, and 1.17%,

Figure 3: /e specimen after the large-scale triaxial consolidated
drained shear test.

Table 1: Details of the aggregates.

Name
Content

0-1 (mm) 1–5 (mm) 5–10 (mm) 10–20 (mm) 20–40 (mm) 40–60 (mm)
Sand and gravel (kg/m3) 286.25 206.1 261.06 377.85 567.92 590.82
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respectively, indicating that, under a confining pressure of
300 kPa, the differences of the peak deviatoric stress of
cemented sand and gravel are greater than those of the
specimen under failure. /e partial cementation and other
partial contacts of the LCSG material particles at low
pressure mainly reflect that the cementation and frictional
resistance increase with the growth of the deformation.
However, when the confining pressure is over 600 kPa, the
differences of the peak deviatoric stress of LCSGmaterial are
smaller than those of the specimen under failure. It can be
explained that the weak cementation resistance of the LCSG
material attains the limit earlier, and the frictional resistance
becomes the main force earlier than that of the LCSG
material. /erefore, as the confining pressure augments,
more particles near the shear zone can resist the external
force, and the macroscopic strength value becomes greater.
When the confining pressure is at a certain value, the higher
the cement content of LCSG material is, the harder it is to
separate the cemented particles, and the macroscopic
strength value increases as well.

Figure 9 shows the relationship between the failure strength
and the confining pressure of LCSG material. /e strengths of
the cemented and noncemented sand and gravel materials
differ distinctly under the same confining pressure, illustrating
that the cementation of the LCSG material significantly affects
the shear strength from the beginning and contributes toward
the cohesive component of shear resistance. /e cemented
block between the grains is compressed and damaged under
the influence of the external load. Although the cemented
strength of the LCSG mixture plays an important role when
subjected to a low confining pressure, the residual cemented
material acts as a cohesive component in the LCSG material
with increasing confining pressure. /e strength of the LCSG
material improves nonlinearly. Wei et al. [17] increased the
confining pressure to 3000kPa in their tests and observed that
the shear strength of the LCSG mixture increased with in-
creasing confining pressure; however, the magnitude of the
increment decreased significantly, which is consistent with the
results of this study. Moreover, the strength of other rein-
forcement materials, such as high polymer rockfill and cement
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Figure 4: /e stress-strain curves for different confining pressures. (a) 300 kPa. (b) 600 kPa. (c) 1000 kPa. (d) 1500 kPa.
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soil, also increases as the confining pressure accumulates, albeit
accompanied by a slight reduction in the incrementmagnitude.
Material particles are more prone to damage, and the bonding
damage resistance near the failure point of these materials
tends a diminution; hence, the peak strength of these materials
increases nonlinearly as the confining pressure grows. /e

linear relationship between strength and confining pressure
under the same cement content reported by Yang et al. [15] was
suitable for a small range of confining pressure lower than
1200 kPa. In summary, when the confining pressure is small, a
straight line can reflect the relationship between the shear
strength of the LCSG material and the confining pressure.
However, when the confining pressure is high, the calculated
value using the linear equation is greater than the real test value,
such as in the test results of Wei et al. [17]. In order to put
forward a general strength criterion, we believe the nonlinear
relation could reflect its strength characteristics better.

4. Strength Criterion

/e results and discussion of LCSG material demonstrate that
the shear strengths of the cemented sand and gravelmixture, the
cemented soil, and other reinforcementmaterials are composed
of resistance to cementation and friction between particles. /e
effect of cementation on the strength of LCSGmaterial is much
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Figure 5: Difference of deviatoric stress between LCSG and noncemented sand and gravel. (a) 300kPa. (b) 600kPa. (c) 1000kPa. (d) 1500kPa.

Figure 6:/e shear failure process of cemented coarse-grained soil
[31].
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greater than the effect of damage resistance on the strength of
loess [30]. And it is untoward to determine the shear contri-
bution in the binarymediummodel. Hence, the binarymedium
model for structured soil is not the optimal choice to reflect the
strength characteristics of LCSGmaterial. It is essential to seek a
simple and reasonable strength criterion that can describe the
bonding and frictional strengths of LCSG material.

On the basis of the foregoing results as shown in
Figures 4–9, the strength qf of the LCSG material, the
cemented soil, and other reinforcement materials can be
expressed as follows:

qf � f + A, (1)

where f is the stress value caused by resistance to friction and
A is the cementation factor which is the stress value resisting
the cementation of the cement.

As indicated by Figure 9, the relationship between the
strength of cemented granular materials including LCSG
material and the confining pressure can be described as

qf � B · Pa
σ3 + Pa

Pa
 

n

+ A. (2)

Here, B, n, and A are dimensionless parameters; Pa is the
standard atmospheric pressure; B · Pa is the product of B
with Pa, representing the strength of the material without

cementation (A� 0) when the confining pressure is 0; n
represents the growth index of the initial modulus.

In order to verify the accuracy of equation (3), the test
results of various reinforcement materials and their corre-
sponding calculated values are shown in Figure 10. It can be
observed from the figure that, according to equation (3), the
strength calculation values of LCSG material, high polymer
rockfill material, and cemented soil are roughly the same as
the corresponding experimental results. /is indicates that
the new nonlinear strength criterion is suitable for the
strength prediction of different types of reinforcement
materials.

/e influence of parameters A, B, and n from equation
(3) on the strength was studied by utilizing the data from the
LCSG material by Wei et al. [17]. /e values of A, B, and n
were equal to 601.2 kPa, 18.24, and 0.51, respectively. During
the analysis of one parameter, the other parameters were
kept constant./e influence of strength parametersA, B, and
n on the variations in the peak strength of the cemented sand
and gravel under the confining pressure is shown in Fig-
ure 11. Increasing the value of parameter A results in an
augment in the predicted value of the corresponding
strength, as shown in Figure 11(a); however, the form of the
strength criterion remains unchanged. It is evident from
Figure 11(b) that the predicted strength increases as the
value of B adds. With the increment of the confining

(a)

Shear band

(b)

Figure 7: /e shear failure process of cemented coarse-grained soil. (a) Internal particles. (b) /e surface of the specimen [32].
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Figure 8: (a) /e failure mode and (b) the failure mechanisms of the LCSG.
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pressure, the effect of parameter B on the strength of the
LCSG material exceeds that of parameter A. /us, the
magnitude of the strength increment gradually increases.
Magnifying the value of n under small confining pressures
leads to a slight increase in the corresponding predicted
strength, as exhibited in Figure 11(c). /e predicted strength
value increases noticeably as the confining pressure grows.
In conclusion, parameter A is only related to the cementi-
tious content, while parameters B and n are affected by the
confining pressure, especially the high confining pressure.

Considering the effect of the cement content, A in
equation (2) can be rewritten as the function of cementing
strength considering the influence of the cement content Cc;
when Cc is 0, A is 0; B · Pa(σ3 + Pa/Pa)n is the function of
the strength due to friction.

In order to reveal the relationship between A and Cc,
take LCSG material as an example. /e peak strength of the

noncemented sand and gravel was subtracted from the peak
strengths of LCSGmaterial with different cement contents to
determine the difference of peak strength Δqf as shown in
Figure 12. And the difference of peak strength Δqf of LCSG
material with a specific cement content under different
confining pressures is essentially the same. /erefore, the
average value of the difference of peak strength Δqf can be
considered as A as shown in Figure 13. /e relationship
between A and Cc can be expressed as

A(Cc) � k1
Cc

Cc0
, (3)

where k1 is the increase intensity of the relative cement
content, with the unit of kPa, and Cc0 is the reference cement
content, taken as 1 kg/m3.

/e linear relation of equation (3) shows that the
function A increases linearly with the increase of the
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Figure 9: /e relationship of the peak strength and confining pressure.
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Figure 10: Strength criterion verification for different kinds of the reinforcement materials. (a) LCSG material. (b) Other similar rein-
forcement materials.
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cement content, and only A in equation (3) is affected by
the cement content. /us, the strength of LCSG material
increases linearly with the increase of the cement content
under the same confining pressure.

A comparison between the experimental and the pre-
dicted strength values of the LCSG material with different

cement contents is illustrated in Figure 14. /e predicted
values of the nonlinear strength criterion, which account
for the influence of the cement content, are consistent with
the experimental values. /is confirms that the proposed
strength criterion can accurately predict the strengths of
the LCSG material with different cement contents under
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Figure 11: Influence of strength parameters on prediction results of the strength criteria. (a) Parameter A. (b) Parameter B. (c) Parameter n.
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(1) When the stress between particles is greater than its 
cemented strength, failure occurs at the cementation of 
particles. Then, the particle friction resists the 
continued load, while the remaining cemented 
particles continue to provide cohesion against the 
continued load. The constantly increasing axial 
loading gradually damages the internal cementation 
point of the cylindrical specimen, resulting in the 
formation of an internal cross shear band.

(2) With an increase in confining pressure, failure 
readily occurs at the cementation of the LCSG 
material particles. When the stress of the LCSG 
material reaches the peak strength, the strength 
generated by the cementation first increases and then 
declines, and the frictional strength keeps a gradual 
growth.

(3) The relationship between the peak strength and the 
confining pressure should be nonlinear. The peak 
strength of the LCSG material increases linearly as the 
cement content adds, and the rate of increase is not 
affected by the confining pressure.

(4) Based on the experimental analysis and discussion 
results, combined with the M-C criterion and the 
binary medium model, a nonlinear relation between the 
strength and the confining pressure of cemented 
granular materials including LCSG, which can reveal the 
cementing property and friction, is proposed in this 
paper. By changing the cement content, a strength 
criterion of cemented gravel material considering 
the effect of cement content and con-fining pressure 
was obtained.
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ABSTRACT
Based on the nonlocal theory and the theory of saturated porous media, the mathematical and physical model and governing 
equations of the steady-state response of the incompressible nonlocal saturated poroelastic beam under vertical harmonic 
loading are established with assumption of the movement of the liquid-phase fluid only in the axial direction of the beam and 
considering the nonlocal effects such as particle size, pore size, and pore dynamic stress. The dynamic response of a saturated 
poroelastic cantilever beam with permeability at both ends under a vertical harmonic concentrated force at the free end is 
studied. In the frequency domain, the analytical expressions of deflection amplification factor and equivalent couple 
amplification factor of liquid fluid pressure are given. The effects of nonlocal coefficient τ, mechanical parameter α, and 
geometric parameter β on the deflection amplification factor and equivalent couple amplification factor at the midpoint of the 
nonlocal saturated poroelastic cantilever beam are studied. The results show that the steady-state vibration of the incompressible 
nonlocal saturated poroelastic cantilever beam has resonance. When the nonlocal effect is considered, the deflection 
amplification factor and the equivalent couple amplification factor are larger, so the influence of the nonlocal effect on the 
steady-state response of the beam should not be ignored. The geometric parameter β has significant effect on the peak positions 
of the curves of the deflection amplification factor and the equivalent couple amplification factor varying with frequency.

1. Introduction

Saturated porous structures are widely used in civil engi-
neering, aviation, transportation, and other engineering
fields because of their good sound absorption and energy
consumption. (e research on the mechanical behavior of
saturated porous structures has significant engineering
application value and academic value. (erefore, since Biot
put forward the theory of saturated porous media [1, 2], the
research on vibration and wave propagation in saturated
porous media has attracted the attention of many scholars
[3–9]. Since Biot theory assumes that the wave length of
saturated porous media is larger than the pore size, the
influence of pore size effect on wave propagation is not
considered and the influence of pore size is very significant at
high frequency [10]. As a method of engineering description,
Biot theory has some defects in the model [11] and it is
difficult to determine the elastic constant and inertial

coupling coefficient in the Biot dynamic equation. (e
porous media theory based on the mixture axiom and the
concept of volume fraction is more rigorous and reasonable.
(e concept of volume fraction in porous media theory can
avoid the incompatibility of the model and can also consider
the effects of dynamic, material, and geometric nonlinearity.
Aiming at the static and dynamic problems of saturated
porous structures, Busse et al. [12] established the dynamic
mathematical model of the saturated poroelastic Mindlin
plate based on Biot theory and gave the virtual work
principle with rotation angle, deflection, and pore stress as
basic unknowns. Iesan and Nappa [13] studied the thermal
stress of poroelastic cylinders and circular tubes. Li et al. [14]
studied the transverse vibration of fluid saturated poroelastic
beams and obtained the solutions of free vibration and
forced vibration. Cederbaum et al. [15] studied the me-
chanical behavior of saturated poroelastic beams and rods
and pointed out that Mandel–Cryer phenomenon also exists
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in the deformation response of poroelastic beams and rods.
Xiao and Chen [16] established the nonlinear governing
equation of large deflection of the incompressible saturated
poroelastic beam under the constraint that the pore fluid
only diffuses along the axial direction of the beam and
studied the nonlinear bending problem of the saturated
poroelastic cantilever beam with fixed impermeability at one
end and free permeability at another end under a sudden
constant transverse concentrated load at the free end.
However, in the analysis of mechanical behavior of saturated
porous structures, the scale effects such as solid skeleton
particle size, pore size, and pore stress are not considered. As
the engineering structure is developing towards miniaturi-
zation and intelligence, it is more and more important to
consider the influence of structural scale effect on me-
chanical properties. (e nonlocal theory in [17, 18] believes
that the stress at a point in the continuum is related not only
to the strain at that point but also to the strain and de-
formation history of all points in the area near the point. (e
nonlocal theory considering the scale effect is mainly used to
study the mechanical problems of nanostructures. In recent
years, scholars began to combine the nonlocal theory with
the Biot saturated soil theory [19, 20] and apply it to the field
of geotechnical engineering. In this paper, the dynamic
control equation of the incompressible nonlocal saturated
poroelastic beam under a vertical simple harmonic load is
established by combining the porous medium theory and
nonlocal theory and the steady-state response of the satu-
rated poroelastic cantilever beam with permeable ends
under simple harmonic concentrated force at the free end is
studied.

2. Mathematical Model and Basic Equation

(e incompressible two-phase saturated poroelastic canti-
lever beam under the action of vertical simple harmonic
force shown in Figure 1 is studied, where i is an imaginary
unit, ω is the frequency of the simple harmonic force, Q0 is
the amplitude, and the surface of the cantilever beam is
impermeable. If the mechanical properties of saturated
poroelastic beams are described by using the porous me-
dium theory without considering the influence of volume
force, the governing equation is

divσSE
− gradp − ρS

+ ρF
  €uS

− ρF
_vFS

� 0, (1)

− n
Fgradp − ρF

€uS
+ _vFS

  − κvFS
� 0, (2)

div _uS
+ vFS

  � 0. (3)

Here, σSE is the effective stress of the solid skeleton, p is the
pressure of the liquid phase, ρS is the macroscopic density of
the solid phase, ρF is the macroscopic density of the liquid
phase, κ is the solid-liquid phase coupling coefficient, uS is
the displacement tensor of the solid phase, vFS represents the
velocity of the liquid phase relative to the solid phase, and nF
is the volume fraction of the liquid phase, from which the
volume fraction of the solid phase is nS � 1 − nF.

(e nonlocal theory proposed by Eringen holds that the
stress at a point depends not only on the strain at that point but
also on the weighted average of all point strains in the whole
region. Here, considering the influence of nonlocal effects such
as particle size, pore size, and pore dynamic stress of the solid
skeleton of the saturated poroelastic beam, it is assumed that
the solid skeleton of the saturated poroelastic beam is linear
elastic, uniform, and isotropic material. Without the influence
of physical force, the basic equation of Eringen’s nonlocal
theory is [17]

σij,j(r) � 
V
χ r − r′


, τ CijklεkldV r′( , (4)

εij �
1
2

ui,j + uj,i , (5)

where σij is the nonlocal stress tensor, εij and ui are the
nonlocal strain and displacement tensor, respectively, Cijkl is
the fourth-order elastic tensor, and 

V
χ(|r − r′|, τ) is the

nonlocal modulus, which determines the weight coefficient of
the corresponding point strain, where τ is the nonlocal kernel
function. (e influence of the pore dynamic stress, pore size,
and particle size of the saturated poroelastic beam is reflected
by the nonlocal kernel function; |r − r′| is the Euclidean dis-
tance. At the same time, Eringen also gave the differential
formula of Equation (4), that is,

1 − e0a( 
2∇2 σSE

ij � σLSE
ij , (6)

where σSE
ij and σLSE

ij represent the nonlocal stress tensor and
classical stress tensor, respectively. e0 represents the nonlocal
material constants, a is the internal characteristic length
which is related to solid skeleton particle size and pore size,
and ∇2 is the Laplace operators.

(e constitutive equation of solid skeleton under small
deformation is

σLSE
� λS εS

· I I + 2μSεS
. (7)

where σLSE is the classical effective stress of the solid skel-
eton, εS is the strain tensor of phase skeleton, I is the identity
matrix, and λS, μS are the Lame constants.

3. Dynamic Control Equation of the
Incompressible Nonlocal Saturated
Poroelastic Beam

(e dynamic problem of the incompressible nonlocal sat-
urated poroelastic beam under a vertical simple harmonic

Qz(t)=Q0eiωt

x

z

Figure 1: Incompressible nonlocal saturated poroelastic beam
under vertical harmonic loading.
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u
S
x(x, y, z, t) � − z

zw
S
(x, t)

zx
,

u
S
z(x, y, z, t) � w

S
(x, t),

(8)

where wS(x, t) is the vertical displacement of the solid phase
of the saturated poroelastic beam. Assuming that the liquid
phase moves only along the axial direction, the velocities in
x, y, and z directions satisfy

v
FS
x � v

FS
x (x, y, z, t),

v
FS
y � v

FS
z � 0.

(9)

Assuming a small amount of stress σSE
zz � σSE

yy ≈ 0, it can
be obtained from equations (6) and (7) that

εS
kk �

1
3λS

+ 2μS
1 − e0a( 

2∇2 T
SE
xx, (10)

1 − e0a( 
2∇2 σSE

xx � − E
S
z

z
2
w

S

z
2
x

, (11)

1 − e0a( 
2∇2 σSE

xz � G
zw

S

zx
, (12)

where εS
kk is the volume strain of the solid skeleton, σSE

xx and
σSE

xz are the normal stress and shear stress on the cross section
of the saturated poroelastic beam, respectively, and ES and G
are the elastic modulus and shear modulus of the solid phase
of the saturated poroelastic beam, respectively. λS and μS are
the lame constants and satisfy

E
S

�
3λS

+ 2μS

λS
+ μS

μS
. (13)

Let

M
SE
x � B

A
zT

SE
xx dy dz, Q

SE
x � B

A
T

SE
xz dy dz, Mp � B

A
zp dy dz.

(14)

Here, MSE
x and QSE

x are the solid bending moment and shear
force on the cross section of saturated poroelastic beam,
respectively, and Mp is the equivalent couple of the pore
fluid pressure.

Ignoring the rotational inertia of the pore liquid to the
solid skeleton, multiplying the equation in the ox direction of
equation (1) by z and integrating it on the cross-sectional
area A of the beam, one obtains

zM
SE
x

zx
−

zMp

zx
− Q

SE
x � 0. (15)

If the equation in the oz direction of equation (1) is
integrated on the cross-sectional areaA of the beam, we have

zQ
SE
x

zx
+ qz − ρS

+ ρF
 A

z
2
w

S

zt
2 � 0. (16)

Here, qz(x, t) � A(σSE
zz − p)nzds. For the rotational

inertia of the solid skeleton, multiplying the equation in the
ox direction of equation (2) by z and integrating it on the
cross-sectional area A of the beam, we obtain

− n
F
zMp

zx
− κBzv

FS
x dy dz � 0. (17)

It can be obtained from equations (3) and (10) that

1
3λS

+ 2μS

z 1 − e0a( 
2∇2 σSE

xx

zt
+ n

Fzv
FS
x

zx
� 0. (18)

Both ends of equation (18) are multiplied by z and in-
tegrated on the cross-sectional area A of the beam, and we
have

1
3λS

+ 2μS

z 1 − e0a( 
2∇2 M

SE
x

zt
+ n

F z

zx
B

A
zv

FS
x dy dz � 0.

(19)

It can be obtained from equations (17) and (19) that

1
3λS

+ 2μS

z 1 − e0a( 
2∇2 M

SE
x

zt
+

n
F

 
2

κ
z
2
Mp

zx
2 � 0. (20)

Multiplying both ends of equation (11) by z and inte-
grating it on area A, we have

1 − e0a( 
2∇2 M

SE
x � − E

S
I

z
2
w

S

z
2
x

, (21)

where I � J
A

z2 dy dz is the moment of inertia of the cross
section. Integrating both ends of equation (12) on area A, we
can obtain

1 − e0a( 
2∇2 Q

SE
x � G

zw
S

zx
. (22)

Calculating 1 − (e0a)2∇2 on both ends of equations (15)
and (16), respectively, and considering equations (21) and
(22), we obtain

load is one-dimensional, and the displacement of the sat-
urated poroelastic beam is
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E
S
I

z
3
w

S

z
3
x

+
z 1 − e0a( 

2∇2 Mp

zx
+ G

zw
S

zx
� 0, (23)

G
z
2
w

S

zx
2 + 1 − e0a( 

2∇2 qz − ρS
+ ρF

 A
z
2 1 − e0a( 

2∇2 w
S

zt
2 � 0. (24)

It can be obtained from equations (20) and (21) that

− (1 − 2υ)I
z
3
w

S

z
2
xzt

+
n

F
 

2

κ
z
2
Mp

zx
2 � 0. (25)

Sorting out equations (24)–(26), one obtains

E
S
I

z
4
w

S

z
4
x

+
(1 − 2υ)Iκ

n
F

 
2 1 − e0a( 

2∇2 
z
3
w

S

z
2
xzt

− 1 − e0a( 
2∇2 qz + ρS

+ ρF
 A 1 − e0a( 

2∇2 
z
2
w

S

zt
2 � 0. (26)

Equations (25) and (26) are the vertical dynamic control
equations of the incompressible nonlocal saturated poroe-
lastic beams.

4. Steady-State Response of the Incompressible
Nonlocal Saturated Poroelastic Cantilever
Beamunder aVertical SimpleHarmonicLoad

Here, taking the steady-state response of the incompressible
nonlocal saturated poroelastic cantilever beam shown in
Figure 2 as an example, the same method can be used to
analyze the steady-state response of the incompressible
nonlocal saturated poroelastic cantilever beam with other
boundaries. A simple harmonic concentrated force Q(t) �

q0e
iωt is acting on the free end of an incompressible nonlocal

saturated poroelastic cantilever beam. (e corresponding
boundary conditions are

w
S

� 0,

zw
S

zx
� 0,

Mp � 0,

x � 0,

M
SE
x − Mp � 0,

Mp � 0,

Q
SE
x � 0,

x � L.

(27)

E
S
I −

iω(1 − 2υ)Iκ

n
F

 
2 e0a( 

2⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦
z
4

w
S

z
4
x

+
iω(1 − 2υ)Iκ

n
F

 
2 + ω2 ρS

+ ρF
 A e0a( 

2⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦
z
2

w
S

z
2
x

− ω2 ρS
+ ρF

 Aw
S

� 0, (28)

− iω(1 − 2υ)I
z
2

w
S

z
2
x

+
n

F
 

2

κ
z
2 Mp

zx
2 � 0, (29)

w
S

� 0,

zw
S

zx
� 0,

Mp � 0,

x � 0,

(30)
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M
SE

x − Mp � 0,

Mp � 0,

Q
SE
x � qz,

x � L.

(31)

Under the action of the simple harmonic load, the
incompressible nonlocal saturated poroelastic cantilever
beam vibrates in a steady state. Considering the harmony of
the problem, the parameters meet wS � wSeiωt,
Mp � Mpeiωt, and MSE

x � M
SE

x eiωt, where wS, Mp, and MSE
x

are the amplitudes of wS, Mp, and MSE
x , respectively. (e

following equations can be obtained by substituting wS,
Mp, and MSE

x into vertical dynamic control equations (25)
and (26) of the incompressible nonlocal saturated poroe-
lastic beam:

We introduce the dimensionless variables and param-
eters as follows: x � x/L, ω � ω/T � ωL/v, τ � e0a/L,
T � v/L, v �

�����
ES/ρS


, w � wS/L, MP � LMp/ESI,

q � L2Q/ESI, α � (1 − 2υ)κL2T /ESnF2 � (1 − 2υ)κL/����
ESρS


nF2, and β � (ρS + ρF)AL4T2 /ESI � (ρS + ρF)AL2/

ρSI. (e parameter α mainly reflects the influence of me-
chanical parameters such as liquid-solid coupling coefficient
and elastic modulus on the steady-state response of the
beam, the parameter β mainly reflects the influence of
geometric parameters such as the size of the saturated po-
rous cantilever beam. Substituting the above dimensionless
quantity into dimensionless equations (30)–(32), we obtain
the following initial value problem:

z
4
w

S

z
4
x

+ α1
z
2
w

S

zx
2 + β1w

S
� 0, (32)

z
2
Mp

zx
2 − iωα

z
2
w

S

z
2
x

� 0, (33)

w
S

� 0,

zw
S

zx
� 0,

Mp � 0,

x � 0,

(34)

z
2
w

S

zx
2 + Mp � 0,

Mp � 0,

z

zx

z
2
w

S

zx
2 + Mp  � − qz,

x � 1,

(35)

where α1 � iωα + ω2τ2β/1 − iωατ2 and β1 � − βω2/1 − iωατ2.
By solving equations (32) and (33), the general solutions are

w
S

� A1e
c1x

+ A2e
− c1x

+ A3e
c2x

+ A4e
− c2x

,

Mp � − iωαA1e
c1x

− iωαA2e
− c1x

− iωαA3e
c2x

− iωαA4e
− c2x

+ A5x + A6,
(36)

where r1 �

����������������

− α1 ±
�������

α21 − 4β1


/2


, r2 �

����������������

− α1 ±
�������

α21 − 4β1


/2


,

and A1, A2, A3, A4, A5, and A6 are undetermined coefficients.
(e undetermined coefficients can be determined by
boundary condition equations (34) and (35). (e deflection
amplification factor g, w and the equivalent couple am-
plification factor of liquid pore pressure are introduced as
follows:

w �
w

S

q




,

g �
Mp

q




.

(37)

5. Numerical Examples

Based on the obtained deflection amplification factor w and
equivalent couple amplification factor g of the incompressible

nonlocal saturated poroelastic cantilever beam under vertical
simple harmonic concentrated force, the steady-state dynamic
response characteristics of the incompressible nonlocal satu-
rated poroelastic cantilever beam are analyzed through nu-
merical examples. If there is no special description, the
dimensionless quantities are τ � 0.05, α� 20, and β� 10. Figures
3–8 show the curves of mid-span deflection amplification factor
w and equivalent couple amplification factor g of the incom-
pressible nonlocal saturated poroelastic cantilever beam varying
with dimensionless frequency ωL/v for different values of
nonlocal coefficient τ, mechanical parameter α, and geometric
parameter β. Evidently, there are obvious peaks and troughs in
the curves, which shows that there is resonance in the vertical
vibration of the incompressible nonlocal saturated poroelastic
cantilever beam under a simple harmonic load. When the
frequency is large, because the structure has no time to reflect,
the deflection amplification factor of the cantilever beam
gradually approaches zero, while the equivalent couple am-
plification factor tends to a stable value. Figures 9–14 show the
variation curves of the deflection amplification factor and
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equivalent couple amplification factor at different positions of
the beam varying with x/L when the dimensionless frequency
ωL/v � 1.0 for different values of nonlocal coefficient τ, me-
chanical parameter α, and geometric parameter β. Since the
external concentrated force acts at x/L� 1, the deflection am-
plification factor increases gradually with the increase in x/L and
the equivalent couple amplification factor in the middle of the
span is the largest, which has a certain relationship with its
boundary conditions.

(e influence of nonlocal coefficient τ on the deflection
amplification factor and equivalent couple amplification
factor is shown in Figures 3, 4, 9, and 10; τ � 0 is the result of
ignoring the influence of nonlocal effects such as solid
particle size and pore size. (e deflection amplification
factor and equivalent couple amplification factor are larger
when nonlocal effects are considered than when they are not
considered. (erefore, the influence of nonlocal effects on
the steady-state response of the beam should not be ignored,
and the deflection amplification factor and equivalent couple
amplification factor increase with the increase of nonlocal
factors. In addition, when τ is small, because the left end of
the beam is a fixed end, the influence of the nonlocal co-
efficient τ on the deflection amplification factor and the
equivalent couple amplification factor is relatively small.

(e influence of the mechanical parameter α on the
deflection amplification factor and equivalent couple am-
plification factor is shown in Figures 5, 6, 11, and 12. When
the dimensionless frequency is small (ωL/v＜ 1.0), the larger
the parameter α is, the smaller the deflection amplification
factor and the larger the valley value will be. When the
dimensionless frequency is large (ωL/v＜ 1.0), the larger the
parameter α is, the larger the deflection amplification factor
and the greater the peak value will be. (e equivalent couple
amplification factor increases with the increase in parameter
α. But parameter α has little effect on the peak position of the
curve of the deflection amplification factor and equivalent
couple amplification factor varying with frequency.

(e influence of the geometric parameter β on the
deflection amplification factor and equivalent couple
amplification factor is shown in Figures 7, 8, 13 and 14.
(e larger the parameter β is, the larger the deflection
amplification factor and the smaller the valley value will
be, when the dimensionless frequency is small. (e larger
the parameter β is, the smaller the deflection amplifica-
tion factor and the smaller the peak value will be, when
the dimensionless frequency is large. When the

dimensionless frequency is small, the equivalent couple
amplification factor increases with the parameter β; when
the frequency is large, it shows the opposite, but the
difference is relatively small. Different from the param-
eter α, the parameter β has a significant influence on the
peak position of the curve of the deflection amplification
factor and equivalent couple amplification factor varying

L

Q(t)=q0eiωt

x

z

Figure 2: Incompressible nonlocal saturated poroelastic cantilever beam under vertical harmonic concentrated loading.
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Figure 3: Influence of the nonlocal coefficient on the deflection
amplification factor at the midpoint of the beam.
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Figure 4: Influence of the nonlocal coefficient on the equivalent
couple amplification factor at the midpoint of the beam.
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Figure 5: Influence of the parameter α on the deflection amplification factor at the midpoint of the beam.
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Figure 6: Influence of the parameter α on the equivalent couple amplification factor at the midpoint of the beam.

86 100 2 4
ωL/v

β=5
β=10

β=15
β=20

0

0.05

0.10

0.15

0.2

0.25

w

Figure 7: Influence of the parameter β on the deflection amplification factor at the midpoint of the beam.
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Figure 8: Influence of the parameter β on the equivalent couple amplification factor at the midpoint of the beam.
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Figure 9: Influence of the nonlocal coefficient on the deflection amplification factor at different locations of the beam.
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Figure 10: Influence of the nonlocal coefficient on the equivalent couple amplification factor at different locations of the beam.
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Figure 11: Influence of the parameter α on the deflection amplification factor at different locations of the beam.
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Figure 12: Influence of the parameter α on the equivalent couple amplification factor at different locations of the beam.
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Figure 13: Influence of the parameter β on the deflection amplification factor at different locations of the beam.
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with frequency. With the increase in the parameter β, the 
frequency corresponding to the peak value of the curve of 
the deflection amplification factor and equivalent couple 
amplification f actor will increase.

6. Conclusions

Combining the nonlocal elastic theory with the porous 
medium theory and considering the nonlocal effects such as 
solid skeleton particle size, pore size, and pore dynamic 
stress, the dynamic control equation of the incompressible 
nonlocal saturated poroelastic cantilever beam is established. 
Taking the saturated porous cantilever beam as an example, 
the response of the beam under the vertical harmonic 
concentrated force at the free end is studied. (e main 
conclusions are as follows: (1) there is resonance in the 
vertical vibration of the incompressible nonlocal saturated 
poroelastic cantilever beam under a simple harmonic load;
(2) the deflection amplification factor and equivalent couple
amplification factor with nonlocal effect are larger than those
without nonlocal effect, s o t he i nfluence of  th e nonlocal
effect on the steady-state response of the beam should not be
ignored; (3) the mechanical parameter α and geometric
parameter β have a significant i nfluence on  th e deflection
amplification factor and the equivalent couple amplification
factor, and the influence law has a certain relationship with
the frequency; (4) the parameter β has a significant influence
on the peak position of the curve of the deflection ampli-
fication f actor a nd e quivalent c ouple a mplification factor
varying with frequency, and α has little effect on the peak
position.
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A B S T R A C T

The impact of alumina nanoparticle concentration in diesel–biodiesel blended fuels and engine speed on the 
performance and emission characteristics of a six-cylinder, four-stroke diesel engine was explored in this study. 
Alumina nanoparticles (40, 80, 120, and 160 ppm) were made and put to a diesel–biodiesel blended fuel as an 
additive. These mixtures were used to fuel a diesel engine that ran at various speeds (800, 850, 900, 950 and 
1000 rpm). Following that, using response surface approach, the interaction of variables on diesel engine emi-
ssions and performance was examined (RSM). For a nanoparticle concentration of 160 ppm and an engine 
speed of 1000 rpm, the maximum brake power and torque were 42.82 kW and 402.8 N.m, respectively. The 
minimal BSFC, CO, and HC were also determined to be 207.21 gr/kWh, 1.15 percent, and 9%, respectively. 
For a nanoparticle concentration of 160 ppm and an engine speed of 1000 rpm, the maximum CO2 and NOx 
values were 11.76 percent and 1899 ppm, respectively. The findings of the experiments demonstrated that alu-
mina nanoparticles are a good addition to diesel–biodiesel blends to increase engine performance and reduce 
emissions.It was discovered that the mathematical model established can be utilised to accurately estimate 
engine performance and emissions.

1. Introduction

Diesel engine is widely used in agriculture, industry, transportation
and other fields. Due to the global warming threat, governments have 
strict rules regarding emissions to the environment. Therefore, efforts to 
increase the quality of combustion and reduce environmental pollutants 
along with the use of alternative fuels as well as conducting research in 
this field are crucial [1,2]. 

The global need for alternative energy resources is on the rise as a 
result of the diminition of fossil fuels and due to their negative envi-
ronmental effects. In this domain, strict rules and regulations regaridng 
emission have been adopted by the state organizations that oblige 
schoalrs and practioners to opt for alternatives for fossil fuels. In fact, the 
main aim is to decrease environmental destruction and have different 
renewable fuels at disposal to be used in internal combustion engines 
[3,4,5]. Therefore, it is necessary to provide unconventional fuels like 

the conventional petroleum-based ones so that the environment can be 
protected against pollution. Non-stop attempts have also been being 
made in this area in order to reduce the use of petroleum-based fuels all 
over the world [6,7,8]. CI engines produce pollutants such as CO, CO2, 
HC, NOx, smoke and particulate matter [9,10]. So, the harmful effects of 
fossil fuel consumption have made it essential to find renewable fuels to 
be used in diesel engines [11,12]. 

Some advantages of using biodiesel or its blends on engine emissions 
are decrease in the emissions of CO, HC and PM [13,14]. Biodiesel is 
considered as an accessible, eco-friendly, non-toxic, and low-sulfur 
recycleable fuel with the potential to be directly used in diesel engines 
without the need for any change [15]. A large bulk of literature has been 
reported regarding the application of nanoparticles in biodiesel engines. 
Additives are usually used to improve fuel properties. Aluminum, silver, 
cerium, iron, manganese, copper, graphene quantum dot (GQD) and 
magnesium are some metal additives that improve engine performance 
and fuel combustion with their more catalytic activity in combination 

Using response surface methods (RSM), the effect of alumina nanoparticles as 
additive with diesel–biodiesel blends has been studied on performance and emission 
characteristic of a six-cylinder diesel engine 
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with biodiesel [16,17,18]. 
In recent years, it has been found that adding nanoparticles to the 

biodiesel fuel improves the fuel features, combustion and engine per-
formance and decreasees the exhaust emissions from a diesel engine 
[19]. Moreover, nanoparticles are practical additives for increasing the 
octane number. In a research, the amino-functionalized carbon nano- 
tubes were added to gasoline. According to the results of octane num-
ber examination, it has been proved that such additives would lead to 
the rise of the octane number [20]. Tyagi et al. examined the impact of 
Al2O3 nanoparticles on the diesel fuel of a diesel engine. Experiments 
have shown that heat transfer to the fuel and probability of ignition 
increases by adding nanoparticles [21]. Solero investigated the influ-
ence of Al2O3 nano-additive to diesel fuel on diesel combustion spray 
and flame characteristics. Results showed that Alumina nanoparticle can 
increase the fuel penetration length and improve the flame and com-
bustion [22]. 

In a study, the effect of three metal nanoparticles (A1, B1, and F1) in 
the fuel on diesel engine was investigated. According to the results, the 
brake thermal efficiency increased for 9, 4, and 2% in A1, B1, and F1, 
respectively. Researchers discovered that carbon monoxide and un-
burned hydrocarbon emissions declined for 4 and 8% in F1 and A1 fuels, 
respectively. A small increase was also reported in nitrogen oxide 
emissions [23]. Adding nanoparticles to biodiesel fuel has the potential 
to enhance the engine performance and decline CO and HC emissions, 
while increasing CO2 and NOx emissions [24]. Among the various 
methods for reducing emissions from the exhaust of combustion engines, 
the use of catalysts has become common due to their advantages in 
reducing greenhouse gases [25]. The effect of nano-blended fuels on the 
performance of diesel engine was also investigated. The results showed 
that by using nanoparticles in diesel and biodiesel fuels and by 
increasing nanoparticle concentration in fuels at all engine speeds, 
power and torque increased and the consumption of brake specific fuel 
decreased. Also, the influence of nanoparticles on the exhaust gas 
emission was investigated. It was observed that by using nano additives 
in diesel and biodiesel blend fuels, CO and HC emissions decreased and 
CO2 and NOx emissions increased [26]. Effects of adding carbon nano- 
tubes (CNT) and Ag nano particles to diesel and diesel–biodiesel 
blends on the emission and performance parameters of diesel engines 
was also investigated and it was shown that adding nanoparticles to 
diesel and biodiesel fuels led to increase in torque output and engine 
power by 2% while a 7.08% decrease happened to the brake specific fuel 
consumption in comparison with pure diesel fuel. Carbon dioxide 
emission was maximised by a 17.03% growth and carbon monoxide 
emission in a diesel–biodiesel fuel with nanoparticles decreased signif-
icantly by a 25.17% drop compared to pure diesel fuel. With the addition 
of nano particles to blended fuels, NOx emission rose by 25.32% in 

comparison with the pure diesel [27]. In another study, effects of CNT 
nanoparticles added to biodiesel fuel on the performance and emission 
parameters of a diesel engine was investigated and the results showed 
that the brake power was increased and brake specific fuel consumption 
was decreased. Moreover, they concluded that CO and HC emissions 
were decreased [28]. 

Experimental works on performance and emission parameters of 
engines are so complicated and it is not very effective in terms of being 
expensive and time consuming. For this reason, optimization of engine 
performances, combustion and emissions using the input factors such as 
engine load, engine speed, fuel blend, etc. has become of significant 
attention recently [29]. RSM have been chosen by numerous researchers 
to diminish the number of tests. Also, RSM is a common technique to 
optimize the output factors and engineering based modeling by test 
variables. Unlike other optimization techniques, RSM needs lowest 
period to finish the process through reducing the number of tests and 
making suitable matrix for tests [30,31]. Some researchers used RSM to 
explore the impact of engine operating parameters on the desired re-
sponses. Lee and Reitz [32] showed the reduction of pollutants and 
changes in other engine parameters in an injection diesel engine, which 
had a common rail system where they employed the RSM. Ileri et al. [33] 
predicted engine performance and exhaust emission characteristics of a 
diesel engine that used canola oil methyl ester as an alternative fuel. 
Bharadwaz et al. [34] predicted that engine performance variables such 
as compression ratio, load and fuel mixture to enhanced the perfor-
mance characteristics of diesel engines using alternative fuels. In 
another study, the amount of ignition advance of a gasoline engine was 
predicted using fuel filters with different lifespan by the RSM [35]. 

In this study, according to the recommendations in the applications 
of biodiesel nano-additives [36], alumina nanoparticles were selected as 
nano-additives in biodiesel fuel due to their oxygenated composition to 
improve the combustion process. Then, the stable diesel–biodiesel 
blends were prepared using WCO methyl ester and Al2O3 nanoparticles 
with new concentrations (40, 80, 120 and 160 ppm) were added in 
diesel–biodiesel blends. RSM was used for mathematical modelling of 
engine performance and exhaust emissions at different engine speeds 
from 800 to 1000 rpm. Since there is lack of knowledge in the literature 
on the effect of different nano-alumina additives on biodiesel blends, the 
utilization of further nano alumina concentrations in diesel–biodiesel 
blends was addressed in this research study to assess the performance 
and emission characteristics of a six-cylinder diesel engine. Therefore, 
this study was conducted to discover the effect of combining biodiesel 
fuel with alumina nanoparticle additives in different concentrations on 
improving combustion, increasing performance and reducing emissions 
from IC engines and the results were analyzed by RSM method. 

Nomenclature 

RSM Response Surface Methodology 
ASTM American Society for Testing and Materials 
B Biodiesel 
B20 20% Biodiesel 
D100 Pure diesel 
CI Compressed Ignition 
IC Internal Combustion 
CO Carbon Monoxide 
CO2 Carbon Dioxide 
NOx Nitrogen Oxides 
O2 Oxygen 
HC Hydrocarbons 
BSFC Brake Specific Fuel Consumption 
PM Particulate Matter 

FAME Fatty Acid Methyl Ester 
kW kilo Watt 
Nm Newton meter 
MPa.s Mega Pascal second 
ppm part per million 
rpm Revolutions per minute 
WCO Waste Cooking Oil 
SEM Scanning Electron Microscopy 
Cm Centimeter 
C̊ Centigrade Degree 
g gram 
h hour 
CCD Central Composite Design 
GQD Graphene Quantum Dot 
GC Gas Chromatography  

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Using Response Surface Methods... P. K. Sahoo et al.587



2. Materials and methods

2.1. Experimental

In the present research, the tests were conducted on a six-cylinder 
diesel engine whose specifications have been described in Table 1. A 
190 kW SCHENCK-WT190 eddy–current dynamometer was employed in 
the research. In doing so, fuel consumption was evaluated by means of 
laminar type flow meter (Pierburg model) in the range of 0.4–45 kg/h. 
The amount of exhaust emissions (CO, CO2, HC and NOx) were recorded 
by an online and calibrated exhaust gas analyzer (AVL DiGas 4000). The 
technical specifications of the emission tester are reported in Table 2. 
Also, a special fuel tank was installed and used for fuel mixtures in the 
diesel engine. Fig. 1 illustrates the engine test and schematics of the 
experimental setup. 

In this research, five types of fuels were utilized in the experiments. 
The required base diesel was provided from Tehran Oil Refinery Com-
pany. In Table 3, the features of the produced biodiesel and the results of 
comparing it with ASTM D6751 standard have been presented. Fatty 
acid methyl ester (FAME) was prepared from WCO through conven-
tional transesterification process using lab-scale stirring tank reactor 
(Fig. 2). 

The Gas Chromatography (GC) was applied for evaluating the 
transesterification reaction yield as well as the final FAME content in the 
purified product. Metcalf method was used to analyze the purified FAME 
and, then, the profile of fatty acids and the molecular weight of WCO 
were determined by injecting the already obtained sample into the GC 
device. 

Four alumina nano-additive concentrations of 40, 80, 120 and 160 
ppm were used in this study. Dynamic light scattering (DLS) device was 

used to evaluate the size and zeta potential of Al2O3 nanoparticles 
(Fig. 3). The particle size and surface charge of the nanoparticles were 
examined using DLS (Malvern instruments, Westborough, MA, USA) in 
three replications. The results of DLS showed that the average size of 
Al2O3 nanoparticles was 72.51 ± 8.7 nm. Moreover, these results 
revealed that the zeta potential of Al2O3 nanoparticles was 37.5 ± 4.2 
mV. 

After the start of the engine, it was given enough time to warm up. 
Then, it reached the steady state condition. Engine tests were performed 
at 800, 850, 900, 950 and 1000 rpm and full load condition. Prior to 
running the engine via a new fuel mixture, 15 min was given to the 
engine to keep running so that the remainder of the fuel from the prior 
experiment could be consumed. Thereafter, engine speed, fuel con-
sumption, and load were recorded, and the brake power and BSFC were 
also evaluated. After the engine reached the steady state, concentrations 
of exhaust emissions (HC, CO, CO2 and NOx) from an online and accu-
rately calibrated exhaust gas analyzer were measured. 

2.2. Uncertainty analysis 

Uncertainty analysis is the systematic and symmetric set of proced-
ures followed for calculation of errors in experimental data. The per-
centage of uncertainty for various parameters was analyzed based on the 
square root method. The overall percentage of uncertainty was calcu-
lated by using the following equation [15,39]: 

Table 1 
Technical specifications of the diesel engine.  

Engine type IC engine, Six-cylinder 

Combustion order 1–5-3–6-2–4 
Bore × Stroke (mm) 98.6 × 127 
Compression ratio 17:1 
Displacement volume (l) 5.8 
Max. Torque (N.m/rpm) 410 / 1300 
Max. Power (kW/rpm) 82 / 2300  

Table 2 
Technical specifications of the exhaust gas analyzer.  

Parameters Unit Measurement range Accuracy 

CO vol, % 0–15 ±0.3 
CO2 vol, % 0–20 ±0.2 
HC Ppm 0–20000 ±0.2 
NOx Ppm 0–5000 ±0.2  

Fig. 1. Engine test setup (a) and schematics of the experimental setup (b).  

Table 3 
The biodiesel properties produced in comparison with the ASTM D 6751 
standard.  

Property Test 
method 

Limits Units Measured 
property 

Water and sediment ASTMD 
2709 

0.05 max % vol 0.048 

Kinematical viscosity 
(40 ◦C) 

ASTMD 
445 

1.9–6.0 mm2/s 4.5 

Sulphated ash ASTMD 
874 

0.02 max % mass 0.02 

Sulphur S15 grade ASTMD 
5453 

0.0015 
max 

% mass 0.002 

Copper strip corrosion ASTMD 
130 

No. 3 max  No. 2 

Flash point, Closed 
cup 

D93 130 min ◦C 185 

Cetane number ASTMD 
613 

– – 48 

Carbon residue ASTMD 
4530 

0. 05 max % mass 0.025 

Acid number ASTMD 
664 

0.50 max mg 
KOH/g 

0.43 

Total glycerin ASTMD 
6584 

0.24 % mass 0.015 

Methanol content EN14110 0.20 max % vol 0.18  
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Percentage of uncertainty = ± Square root of {(uncertainty of CO)2 

+ (uncertainty of CO2)2 + (uncertainty of HC)2 + (uncertainty of NOx)2 

+ (uncertainty of BT)2 + (uncertainty of BP)2 + (uncertainty of BSFC)2 }
= ± Square root of (0.32 + 0.22 + 0.22 + 0.22 + 0.42 + 0.52 + 0.62) = ±

0.98. 

2.3. Statistical analysis by RSM 

Response Surface Method (RSM) is a common route for designing 
experiments and finding the optimum values of dependent variables 
(responses) through the statistical model between independent variables 
(experimental factors). RSM significantly decreases the number of 
required experimental runs and based on the selected model, can also 
identify the effect of interaction between factors. RSM was employed for 
statistical analysis using Design-Expert® Software (version10). To this 
end, the influence of the independent variables on the performance and 
exhaust emission parameters were assessed by using the central com-
posite design (CCD). Independent variables were the fuel blend (nano- 
additive concentration) and engine speed at 5 levels. The experiments 
matrix and the proposed experimental design by software are tabulated 
in Tables 4 and 5, respectively. 

3. Results and discussion

Table 6 presents the analysis of variance (ANOVA) results for the
conducted experiments. The probability value (p value) for all models is 
<0.01. Therefore, ANOVA shows that the model is statistically 
significant. 

3.1. Brake torque 

The interaction effect of nanoparticles concentration in B20 fuel and 
engine speed on the brake torque is illustrated in Fig. 4. The contour 
surface plot shows that the addition of nano particles and their mixture 
with B20 fuel increased brake torque for all engine speeds. In fact, with 
increasing concentration of nanoparticles in the fuel and increasing 
engine speed, the brake torque has increased. This is due to the fact that 
the performance of alumina nanoparticles is similar to oxygen buffers as 
they both increase the combustion quality of diesel fuel sample [39]. 
Moreover, it can be seen that as the concentration of nanoparticle in-
creases, a slight improvement in brake torque is observed. According to 
Fig. 4 and the results of ANOVA shown in Table 6, it is evident that the 
engine speed and concentration of nanoparticles in B20 fuel has a sig-
nificant effect (at a level of 0.01) on brake torque. The regression 
equation generated for estimation of brake torque (using the coded 
values) is given by Eq. (1). 

Brake Torque = 380.51+ 20.36 A+ 4.40 B+ 0.89 A2 − 3.08 B2 (1)  

3.2. Brake power 

The change trend of brake power along with engine speed and con-
centration of nanoparticles are shown in Fig. 5. The contour surface plot 
shows that by increasing the nano content in the B20 fuel, the engine 
brake power expereinced a small increase for all engine speeds, which 
means the combustion is tuned to be completed [22]. As the nano- 
alumina load increases, the density of the blend and the engine 

Fig. 2. (a) Transesterification reaction, (b) Al2O3 nanoparticles, (c) Ultrasonication of Al2O3 nanoparticles into biodiesel fuel and (d) Schematic layout of the 
experimental setup. 
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volumetric efficiency also increase and this is why the power increases 
[37]. Adding nano-alumina to fuel leads to higher peak pressure which 
subsequently causes higher brake power [27,38,40]. The results showed 
that an increase in nano additive content, would also lead to an increase 
in the engine torque. The cylinder pressure increased with nano-die-
sel–biodiesel fuels compared to biodiesel fuel (B20) because ignition 
delays were reduced and combustion quality was improved. This can be 
attributed to the improvement of the surface-to-volume ratio of the 
alumina nanoparticles in the fuel mixture which in turn improves the 
combustion quality due to the catalytic effect of the nanoparticles [41]. 
At this stage, a highly advanced timing was made possible by means of 
the improved antiknock behavior, which led to a higher combustion 
pressure and, thereby, a larger torque [42,43]. According to Fig. 5 and 
the results of ANOVA shown in Table 6, it is obvious that the engine 
speed and concentration of nanoparticles in B20 fuel have significant 
effects on the brake power. The regression equation generated for brake 
power (using the coded values) is given in Eq. (2). 

Brake power = 35.63+ 6.05 A+ 0.46B+ 0.26 AB+ 0.51 A2 − 0.17 B2 (2)  

3.3. Brake specific fuel consumption (BSFC) 

Fig. 6 shows the effects of engine speed and nano-alumina load on 
the BSFC values. It was observed that by increasing the nano-alumina 
content in the B20 fuel, the BSFC decreased for all engine speeds. It is 
because adding nanoparticles to the fuel enhances the combustion 
completion [44]. According to Fig. 6 and the results of ANOVA shown in 
Table 6, it is obvious that the engine speed and load of nanoparticles in 
B20 fuel have significant effects (at the level of 0.01) on BSFC. Eq. 3 
presents the regression model obtain by Design Expert Software for the 
estimation of brake specific fuel consumption (using the coded values) .  

BSFC = 214.94–6.45 A − 5.08B − 0.77 AB + 1.07 A2 + 3.67 B2 (3)  

3.4. CO emission 

The variation of CO emission with engine speed and concentration of 
nanoparticles in B20 fuel has been depicted in Fig. 7. It can be easily 
noticed that when the concentration of nanoparticles increases in fuel, 
the CO concentration decreases. This phenomenon indicates that the 
combustion is tuned to be completed [15,27,45]. According to Fig. 7 and 
the results of ANOVA shown in Table 6, it is obvious that the engine 
speed and concentration of nanoparticles in B20 fuel has a significant 
effect (at a level of 0.01) on CO emission. The proposed regression model 
based on ANOVA (using the coded values) is presented by Eq. (4).  

CO = 1.48–0.26 A − 0.082B (4)  

Fig. 3. A) Particle size and B) zeta potential of Al2O3 nanoparticles.  

Table 4 
The experiment matrix.      

Independent 
variables 

Symbols Levels of 
each 
factor 

Engine speed 
(rpm) 

A 800 850 900 950 1000 

Concentration of 
nanoparticles 
(ppm) 

B 0 40 80 120 160  

Table 5 
Experimental design proposed by RSM.  

Std Run Engine speed 
(Rpm) 

Nano-additive concentration of 
(ppm) 

Brake torque (N. 
m) 

Brake power 
(kW) 

BSFC (gr/ 
kWh) 

CO (% 
vol) 

CO2 (% 
vol) 

HC 
(ppm) 

NOx 

(ppm) 

8 1 900 160  383.60  35.99  212.34  1.41  11.18  14.00 1690 
13 2 900 80  379.50  35.64  214.89  1.47  10.00  16.00 1517 
9 3 900 80  380.30  35.84  214.99  1.50  10.25  15.00 1525 
10 4 900 80  381.60  35.74  215.68  1.42  10.00  15.50 1508 
12 5 900 80  380.80  34.99  214.69  1.48  10.56  15.00 1485 
2 6 1000 0  395.00  41.36  218.44  1.30  11.30  14.00 1370 
4 7 1000 160  402.80  42.82  207.21  1.15  11.76  9.00 1899 
7 8 900 40  377.10  35.58  217.86  1.50  10.31  17.00 1525 
5 9 750 80  353.10  27.84  225.87  1.80  8.88  19.00 1447 
6 10 1000 80  400.90  42.00  210.82  1.21  11.52  12.00 1689 
3 11 800 160  360.80  29.99  223.13  1.70  9.05  18.00 1639 
11 12 900 80  380.40  35.81  214.75  1.49  10.30  15.20 1512 
1 13 800 0  353.00  29.57  231.29  1.90  8.70  20.00 1025  
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3.5. CO2 emission 

The effect of the interaction of engine speed and concentration of 
nanoparticles in biodiesel fuel on CO2 greenhouse gas is shown in Fig. 8. 
The results of the experimental test revealed that CO2 content witnesses 
an increase with increase in the nanoparticles concentration. The 
amount of CO2 emission is dependent upon relative air–fuel ratio and 
concentration of CO emission [46,47] The increase in CO2 is due to the 
improvement in combustion [13,14,16,47]. According to Fig. 8 and the 
results of statistical analysis shown in Table 6, it is obvious that the 

engine speed and concentration of nanoparticles in B20 fuel has a sig-
nificant effect (at a level of 0.01 and 0.05) on CO2 emission respectively. 
The obtained regression equations for CO2 emission (using the coded 
values) is given by Eq. 5.  

CO2 = 10.33 + 1.20 A + 0.32B (5)  

Table 6 
Analysis of variance (ANOVA).  

Source Model A - Engine speed B - Concentration of nano AB A2 B2

Brake Torque F. Value 381.74 1676.23  61.65  0.00  2.50  15.68  
p-value Prob > F < 0.0001 < 0.0001  0.0001  1.00  0.1582  0.0055 

Brake Power F. Value 537.29 2466.19  11.35  2.85  13.68  0.79  
p-value Prob > F < 0.0001 < 0.0001  0.0119  0.13  0.0077  0.0077 

BSFC F. Value 84.43 227.45  111.24  2.02  4.84  30.13  
p-value Prob > F < 0.0001 < 0.0001  < 0.0001  0.20  0.0637  0.0009 

CO F. Value 150.01 279.78  19.77  –  –  –  
p-value Prob > F < 0.0001 < 0.0001  0.0012  –  –  – 

CO2 F. Value 61.26 116.39  5.96  –  –  –  
p-value Prob > F < 0.0001 < 0.0001  0.0347  –  –  – 

HC F. Value 72.74 176.73  35.90  5.08  –  –  
p-value Prob > F < 0.0001 < 0.0001  0.0002  0.0506  –  – 

NOx F. Value 39.63 19.60  59.43  –  –  –  
p-value Prob > F < 0.0001 0.0013  < 0.0001  –  –  –  

Fig. 4. Effect of engine speeds and concentration of nanoparticles in B20 fuel on 
brake torque. 
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brake power. 
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Fig. 6. Effect of engine speeds and concentration of nanoparticles in B20 fuel 
on BSFC. 
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3.6. HC emission 

The effect of the interaction of engine speed and concentration of 
nanoparticles in B20 fuel on HC emission is presented in Fig. 9. It is 
observed that when nanoparticle concentration increases, the HC 
emission decreases. This is due to the fact that the addition of nano-
particles to fuel reduces the activation temperature of carbon and im-
proves combustion [36]. According to Fig. 9 and the results of ANOVA 
shown in Table 6, it is obvious that the engine speed and concentration 
of nanoparticles have significant effects (at a level of 0.01) on HC 
emission. The regression equations generated for HC emission (using the 
coded values) are given in Eq. 6.  

HC = 15.30–3.29 A − 1.74B − 0.75 AB (6)  

3.7. Nox emission 

The change trend of NOx emission with engine speed and concen-
tration of nanoparticle in B20 fuel is shown in Fig. 10. The surface plot 
shows the elevation of NOx concentration with the increase in nano-
particle concentration. There is a smaller degree of NOx emission for the 
neat B20 fuel in comparison with nano-alumina fuel blends. The reason is 
the increased adiabatic flame temperature. The influence of oxygenated 

nanoparticles intensifies combustion and lengthens the ignition delay 
because nanoparticles addition leads to quicker fulfillment of premixed 
combustion as well as an increase in the combustion temperature and 
thus more NOx emissions [16,48 –53]. According to Fig. 10 and the 
ANOVA results, it is obvious that the engine speed and concentration of 
nanoparticles in B20 fuel have significant effects (at a level of 0.01) on 
NOx emission. Eq. 7 presents the regression equations generated for NOx 
emission (using the coded values) by Design Expert Software.  

NOx = 1520.55 + 121.90 A + 249.57B (7)  

4. Conclusion

In this study, alumina nanoparticles were added to the diesel-
–biodiesel fuel blend as an additive due to the oxygen content of these 
particles in order to increase the combustion quality. By using RSM, an 
empirical relationship was developed to model engine performance and 
exhaust emissions of a diesel engine fueled with nano biodiesel fuel 
blends. The maximum values of brake power and torque were predicted 
as 42.82 kW and 402.8 N.m for 160 ppm concentration of nanoparticle 
at 1000 rpm engine speed respectively. The minimum values of BSFC, 
CO and HC were recorded as 207.21 gr/kW.hr, 1.15 V% and 9 V.% 
within the same engine condition, respectively. With increasing con-
centration of nanoparticles in the fuel mixture, the average amounts of 
CO2 and NOx increased. In addition, the results proved that RSM is a 
good method for analyzing experimental data. Statistical analysis 
showed that the results of experimental tests are very close to the pre-
dicted results and can be used to predict engine performance and 
emissions. The R-squared values obtained for brake torque, brake 
power, BSFC, CO, CO2, HC and NOx were equal to 0.99, 0.99, 0.98, 0.96, 
0.92, 0.96 and 0.88, respectively. Results showed that alumina nano-
particles is a good addition for diesel–biodiesel fuel blend to increase 
performance and decrease emissions of diesel engine that with a little 
change in engine design, it can be used as an alternative fuel to reduce 
air pollution in big cities. 
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1. Introduction

To combat halt global warming, the emission of CO2 and
other greenhouse gases needs to be zero or even negative [1].
Cement production is a process with high energy con-
sumption and high carbon emission. CO2 emission from the
cement industry accounts for 7% of the world’s total
emissions [1]. -e production of 1t cement clinker emits
about 1t CO2, 0.74 kg SO2 and 1.15 kg NOx (including the
emissions from the use of fossil fuel during cement pro-
duction) [2–4]. Using renewable energy is an important
technology to reduce CO2 emission. But this method cannot
completely reduce the CO2 emission of the cement industry.
-e CO2 emission of energy consumption accounts for
40–60% of the total emission in cement production [5, 6].
-e chemical reaction occurring in the production of cement
is a process that inherently emits CO2. -erefore,
substituting cement by pozzolanic materials or other ma-
terials with hydration activity to reduce clinker usage is
important. In recent decades, different kinds of supple-
mentary cementitious materials (SCMs) were developed [7].
Some SCMs have not been extensively used yet, and new

SCMs are still being developed [7]. Compared to the plain
cement concrete, the concrete mixed with SCMs might have
several pros and cons. -e mechanical properties, chemical
resistance, and interfacial transition zone (ITZ) are usually
improved [8]. However, some SCMs degrade the properties
of concrete, so these SCMs are not extensively used on a
large scale. For instance, the addition of fly ash and steel slag
decreases the early strength of concrete. -erefore, elimi-
nating the negative effects and fully utilizing the properties
of these SCMs is a strategy for reducing clinker usage. One of
the important technical routes is to use composite SCMs,
which can take advantage of performance characteristics of
different admixtures and fully utilize them. Wang et al.[9]
found that the composite admixture of steel slag and ground
blast furnace slag can eliminate the negative effect of steel
slag on the pore structure of concrete. Han et al. [10] found
that the pore structure of cement is refined when using fly
ash-steel slag composite admixtures. -e temperature rise
and later age compressive strength were also improved [10].
From those literatures, it is obvious that composite ad-
mixture has several advantages compared to single admix-
ture. Fineness is reported as an important factor on the
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reactivity of admixture [11, 12]. However few studies were
conducted on the composite admixture with ultrafine SCMs.
-erefore, the study on the composite admixture with ul-
trafine SCMs is worth conducting.

Steel slag (SS) is a byproduct in the process of steel pro-
duction [13].-eworld’s annual output of steel slag exceeds 1.6
billion tons every year [14]. Steel slag mainly consists of CaO,
SiO2, MgO, and Fe2O3 [15–18]. -e main mineral composi-
tions of steel slag are C2S, C3S, C2F, C4AF, and RO phase and
f-CaO [15–17]. At present, steel slag has been studied for
producing bricks [18], ceramics [19], pavement materials [20],
and aggregates of concrete [21]. Due to the existence of Ca-
containing minerals and amorphous phase in steel slag, it
shows a certain level of hydration activity [16, 17]. Conse-
quently, steel slag is considered as a potential mineral ad-
mixture. Researches have shown that the addition of steel slag
in concrete can reduce the reaction heat of cement hydration,
the adiabatic temperature rises, and the early autogenous
shrinkage of concrete [22]. However, adding steel slag can also
reduce the compressive strength of concrete [23]. Steel slag has
less cementitious minerals compared to cement, which makes
the degree of hydration lower than that of cement particles [24].
-e larger particles in the steel slag have few cementitious
properties due to the high content of RO phase. -e interface
between the large steel slag particles and the C-S-H is relatively
weak [25]. -erefore, the addition of steel slag in concrete can
decrease both the mechanical and durability properties of
concrete.

Blast furnace slag (BFS) is a mineral admixture with
pozzolanic activity, which has been used as common sup-
plementary cementitious materials in concrete [26]. How-
ever, the “effective utilization” of BFS is low. Wu et al. [26]
found that the pozzolanic reaction mainly occurred on the
surface of slag. -e reaction rate of large particles in BFS was
higher than the small particles [27]. -is means that in-
creasing the fineness and specific surface area of slag can
improve the utilization efficiency of BFS. Zhu et al. [28]
found that the fineness significantly affected the reaction
activity of BFS. -us, superfine blast furnace slag (SBFS) can
be a better alternative than blast furnace slag (BFS) as
mineral admixture. According to Luo et al. [29], using SBFS
as a supplementary material for cement accelerated the
cement hydration. Besides, the filler effect of ultrafine
powder can increase or at least not decrease the strength of
the concrete [30]. -e SBFS acted as microfiller [31] in the
interface transition zone (ITZ). -e filling effect of finer
particles increases the packing density of the cement matrix
and improves the pore structure of the concrete. -erefore,
using SS and SBFS as complementary parts in the mineral
admixture to replace parts of cement in concrete can be an
effective way to reduce the amount of cement production.

In this paper, a composite mineral admixture was
produced by adding the SBFS to SS. -e workability and the
compressive strength of the mortar were tested under dif-
ferent w/s. -e compressive strength of the concrete mixed
with composite mineral admixture was tested. -e work-
ability, compressive strength, and adiabatic temperature rise
and autogenous shrinkage of the self-compacting concrete
were tested in this paper.

2. Materials and Methods

2.1. Raw Materials. -e cement used in this study was or-
dinary Portland cement (OPC) with the strength grade of
42.5 complying with the Chinese National Standard GB 175-
2007. -e specific surface area of OPC is 350m2/kg. -e
specific surface areas of SS and SBFS used in this study are
455m2/kg and 639m2/kg, respectively. -e chemical com-
positions of OPC, SS, and SBFS are presented in Table 1. -e
polycarboxylate (PCE) superplasticizer was used to adjust
the concrete fluidity.

2.2. TestMethod. -emortar and concrete were prepared to
test the compressive strength. -e mortars were mixed by a
planet mixer. After adding the water, the pastes were mixed
at a low speed for 30 seconds, followed by the addition of
sands, and then a 4-minute mixing was conducted. -e
mortars were cast in 40mm× 40mm× 160mm molds and
cured under the standard curing conditions (20± 2°C, 95%
RH).

-e concrete was mixed using a pan mixer. -e powder
materials were dry-mixed for 5minutes in order to make the
powder more homogeneous. Water-PCE suspension was
gradually added into the mixer after the dry-mixing. -e
whole mixing process had lasted for 15 minutes. -e con-
crete was cast in 100mm× 100mm× 100mm molds and
cured under the standard curing conditions. -e mix pro-
portions of different concrete are described in the following
sections.

Adiabatic temperature rises of the concrete were mea-
sured by a specific temperature measuring instrument. -e
measurement accuracy of the instrument is 0.1°C. -e
concrete was put into the instrument after the mixing.

A horizontal noncontact autogenous shrinkage mea-
surement was carried out to measure the autogenous
shrinkage of the concrete. -e noncontact autogenous
shrinkage measurement of concrete can measure the
shrinkage of the cement of concrete at the early age.

3. Results and Discussion

3.1. Mortar Performance

3.1.1. Fluidity of the Mortar. Fluidity is one of the important
properties of concrete. -e fluidity of concrete is affected by
complex factors such as particle size distribution, surface
humidity of the aggregate, and overall environment when
mixing.-erefore, in this paper, the fluidity ratio experiment
of mortar is conducted to characterize the impact of the
composite mineral admixture on the fluidity. -e test was
carried out according to the Chinese national standard GB/T
2419-2016.-e w/s ratio of the mortar is fixed at 0.47 and the
cementitious material-to-sand ratio is 1 : 3. -e total content
of the composite admixture was set as 30%. -e fluidity of
mortar is correlated to the packing density of mortar solid
particles [32]. Generally, the higher the packing density is,
the more water is released on the particle surface to form a
so-called “water film” [32]. -e thickness of the water film
plays an important role in lubricating between particles,
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affecting the rheology and adhesiveness of mortar [32].
Different particle sizes of admixtures have great influences
on the packing density of the mortar. -eoretically, if the
particle size is smaller than the cement particle size, the
packing density of cementitious material is higher, and the
thickness of “water film” increases. But the actual situation is
not necessarily the case. Because the small particles have
larger specific surface area and greater adhesion to water, the
thickness of “water film” does not necessarily become
greater. SBFS used in this study has a smaller particle size
than SS powder. -erefore, in order to explore the influence
of different components in the composite admixture on the
fluidity, five groups of experiments with different SBFS
content were set in this section (total content of composite
admixture is 30%). -e component of the composite ad-
mixture and the fluidity ratio are shown in Table 2.

Table 2 demonstrates that when the total content of
composite admixture is fixed, the fluidity ratio of mortar
gradually decreases as the content of SBFS increases from 0
to 25% of the total amount of the composite mineral ad-
mixture. -is indicates that the fluidity of mortar decreases
with the addition of the SBFS. -e reason of this is that the
SBFS (639m2/kg) used in this study has a larger specific
surface area and stronger adhesion to water than SS
(455m2/kg); therefore, the “water film” on the particle
surface is thinner, resulting in the decrease of fluidity.
Although more water is released due to the small particle
size of SBFS, it cannot offset the loss of water film thickness
due to the high specific surface.

3.1.2. Compressive Strength of the Mortar. In order to in-
vestigate the influence of composite admixtures on the
compressive strength, two w/s (0.5 and 0.4) and two total
contents of composite admixtures (20% and 30%) were set.
Additionally, in order to study the effect of SBFS content on
the mortar strength, four groups with different SBFS content
were set. -e content of these four groups is the same as S-1,
S-2, S-3, and S-4 in Table 2. -e mix proportions of the
mortar are shown in Table 3 (w/s is 0.5) and Table 4 (water-
to-cement ratio is 0.4).

Figure 1 shows that the 3 d compressive strength of
mortar mixed with composite admixture is lower than that
of pure cement mortar.-is is mainly due to the fact that the
addition of the mineral admixture reduces the cementitious
materials, which can undergo hydration reaction in the early
stage. -erefore, the strength decreases because of less hy-
dration products providing strength in the early stage.
However, with the increase of curing age, the strength de-
velopment of mortar mixed with composite mineral ad-
mixture grows higher than that of pure cement mortar. At

90 d, the strength of mortar mixed with composite admix-
ture becomes even higher than pure cement mortar.

-e 3 d and 28 d strength of pure cement mortar reach
41.5% and 81.4% of the 90 d strength, respectively. While the
strengths of 3 d and 28 d of the highest composite admixture
mortar group only account for 38.6% and 78.8% of that of
90 d. -is indicates that although the early strength of
composite admixture mortar is lower, it shows a better
performance in the later strength development. -is can be
explained by the fact that the activity of SS and SBFS is lower
than that of cement in early hydration. -e main active
components of SS are similar to that of cement, while the

Table 1: Chemical compositions of the material (w.t.%).

Sample CaO SiO2 Al2O3 Fe2O3 MgO K2O NaO SO3 Loss
OPC 57.21 22.36 7.73 3.66 3.10 0.23 0.73 3.54 2.31
SS 43.37 19.10 7.46 18.01 5.17 0.63 0.41 — 1.36
SBFS 40.26 34.39 13.78 0.19 7.43 0.44 0.3 1.92 3.5

Table 2: -e component of the composite admixture and the
fluidity ratio of the mortar for fluidity ratio experiment.

Group SS (%) SBFS (%) Fluidity ratio
S0 100 0 107
S1 90 10 102
S2 85 15 100
S3 80 20 98
S4 75 25 96

Table 3: Mix proportion (w/s is 0.5) of mortar containing com-
posite mineral admixture for compressive strength test (kg).

Group Cement SS SBFS Sand Water
C1 450 0 0

1350 225

S1-20%

360

81 9
S2-20% 76.5 13.5
S3-20% 72 18
S4-20% 67.5 22.5
S1-30%

315

121.5 13.5
S2-30% 114.7 20.3
S3-30% 108 27
S4-30% 101.2 33.8

Table 4: Mix proportion (w/s is 0.5) of mortar containing com-
posite mineral admixture for compressive strength test (kg).

Group Cement SS SBFS Sand Water
C1 450 0 0

1350 180

S1-20%

360

81 9
S2-20% 76.5 13.5
S3-20% 72 18
S4-20% 67.5 22.5
S1-30%

315

121.5 13.5
S2-30% 114.7 20.3
S3-30% 108 27
S4-30% 101.2 33.8
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hydration rate is lower than cement [15, 16]. -e main
component of SBFS is amorphous aluminosilicate. -ese
amorphous phases can react with the Ca(OH)2, which is the
byproducts of cement hydration. -is reaction produces gel
materials that create bonding on particle interface, en-
hancing mortar strength. -e reaction is called “pozzolanic
reaction.” -ese two minerals react in the later stage, which
improves the later strength of mortar.

Comparing Figures 1(a) and 1(b), it can be found that
when the composition of the composite admixture is fixed,
with the increase of the composite admixture content, the
early strength is lower, but the later strength is higher. -is
also indicates that although adding more composite ad-
mixture reduces the early strength, it has little impact on the
90 d strength. -is is because at a high w/s ratio (0.5 in this
case), cement particles have enough water to undergo hy-
dration reaction and produce plenty of products to fill the
pores of the paste. Consequently, the weakest position is the
interface between the paste and SS as well as SBFS. With the
development of curing age, SS and SBFS gradually react and
produce cementitious products to enhance their interfaces,
so that the microstructure of the weakest position can be
refined. However, because the total pore structure is mainly
determined by w/s, there is little difference in strength at
90 d.

Figure 1 also shows that when the composite admixture
content is fixed, the mortar strength of 3 d gradually grows
with the increase of the content of SBFS. -is phenomenon
is not obvious at the later age.-e result shows that SBFS can
improve the early strength of mortar compared to SS. -e
reason of this is that SBFS with a small particle size can fill in
the small pores of cementitious material, therefore im-
proving the compactness of mortar [31, 32]. Besides, the

filling of SBFS also releases water in pores so that more water
can be consumed for cement hydration. -us, the degree of
early hydration of cement is higher. SBFS can also promote
the nucleation of C-S-H and the early hydration of cement
[33, 34]. In addition, the activity of SBFS is higher than SS. SS
reacts with Ca(OH)2 at the early age because of its high
specific surface area. -e reaction improves the pore
structure of the matrix, which can also enhance the strength
of mortar. -is indicates that the addition of SBFS can
significantly mitigate the negative effect of SS on the strength
of mortar at the early age. -erefore, mixing SBFS and SS in
the composite mineral admixture is more efficient and ef-
fective than using only one of them. With the utilization of
this kind of composite mineral admixture, the cement usage
is expected to be reduced.

Figure 2 shows the mortar strength with w/s of 0.4. -e
phenomenon of the compressive strength is similar to that with
w/s of 0.5. However, compared with the group w/s of 0.5, the
difference between pure cement mortar and composite ad-
mixture mortar at 3 d is significantly narrowed.-is shows that
when the w/s ratio is low, the negative effect of composite
admixture on early strength is less. -is can be explained from
two perspectives. (1) When the w/s ratio is low, the space
between particles is small. Although the addition of SS can
reduce the generation of hydration products, the hydration
products of cement are enough to fill the pores between SS and
cement when the reaction degree is high.-erefore, the adverse
effect of SS on pore structure is insignificant. (2)-e addition of
SS increases the actual water-to-cement ratio and raises the
degree of hydration.-is phenomenon is not obvious when the
water-to-cement ratio is high.However, when thew/s is low, the
water-release effect of SS is more obvious, therefore promoting
the cement hydration.
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Figure 1: Compressive strength of pure cement mortar and composite admixture mortar (w/s ratio is 0.5). -e total content of composite
admixture is (a) 20% and (b) 30%.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Use of Steel Slag-Superfine Blast Furnace... B. B. Sahoo et al.598



Comparing Figures 2(a) and 2(b), it can also be found
that when the w/s is 0.5, with the development of age, the
tendency of the strength increasing as the content of SBFS
increases becomes less obvious.When the w/s is 0.4, with the
addition of SBFS, the enhancement of strength is still ob-
servable at the 90 d. -is shows when the w/s is low, SBFS
can not only improve the early mortar strength but also
improve the later mortar strength. When the w/s is 0.5, the
pore structure development is weak. -e later strength is
determined by the w/s. -e result shows that the composite
mineral admixture is more efficient at a low w/s ratio.

3.2. Compressive Strength of the Ordinary Concrete. Two
different grades of concrete (C30 and C40) were designed. In
order to use cement more efficiently, two types of concrete
with different cement content were also designed for each
grade. -e mix proportion of the concrete is shown in
Table 5.

Figure 3 shows the compressive strength of concrete
mixed with composite mineral admixture. It can be seen
from Figure 3 that with the addition of the SBFS, 28 d and
90 d strength of concrete are increased. -is indicates that
SBFS can increase the compressive strength of concrete,
which is consistent with the compressive strength of mortar.
-e reason for that is that the addition of SBFS can improve
the hydration of cement and the pore structure of the matrix.
For C40 concrete, the addition of SBFS increases both the
28 d and 90 d strength. But for C30 concrete, with the ad-
dition of SBFS, the increase in strength of 28 d is greater than
that of 90 d, which is also consistent with the phenomenon of
mortar. -is is due to the lower w/s of C40 compared to that
of C30. -erefore, the addition of SBFS increases the
strength development of the concrete at the lower w/s ratio.

Figure 3 also shows that for the same grade concrete,
when the amount of cement is reduced, the 28 d strength
decreases significantly, while the 90 d strength has little
difference. -is indicates that reducing the cement content
can damage the 28 d strength, but improve strength de-
velopment. -e results of compressive strength show that
reducing the amount of cement poses a negative effect on
strength at the early age, while increasing the content of
SBFS can improve the 28 d strength.

3.3. Performance of Self-Compacting Concrete. Two strength
grades (C50 and C60) of self-compacting concrete were
designed in this section to study the feasibility of preparing
self-compacting concrete with composite admixture. Table 6
shows the mix proportion of self-compacting concrete. Self-
compacting concrete is often used in the pouring of mass
concrete. Pure cement concrete (group C) was set as the
control group.

Figure 4 shows the adiabatic temperature rise curve of
C50 self-compacting concrete. -e adiabatic temperature
rises of concrete with pure cement, Z1, and Z2 at 7 days are
50.9°C, 45.95°C, and 46.67°C, respectively. -e adiabatic
temperature rises of concrete mixed with composite ad-
mixture are lower than that of pure cement concrete. -is
shows that the composite admixture of ultrafine slag and
steel slag powder can significantly reduce the adiabatic
temperature rise of concrete.

When the content of SBFS is increased, the adiabatic
temperature rise grows higher. -is indicates that SBFS can
slightly increase the adiabatic temperature rise, which is the
result of the smaller particle size of SBFS. -e addition of
SBFS can release the water in the pores, increasing the water
around the cement and thus promoting the early hydration
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Figure 2: Compressive strength of pure cement mortar and composite admixture mortar (water-to-solid ratio is 0.4). -e total content of
composite admixture is (a) 20% and (b) 30%.
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degree of the cement. -e larger specific surface area and the
activity of SBFS can promote the nucleation of the C-S-H
[32]. In addition, the pozzolanic reaction of SBFS can also
release heat. Figure 4 also shows that the adiabatic tem-
perature rises of group Z2 and ZZ2 are higher than group C
at 1 d.While the adiabatic temperature rises of Z1 and ZZ1 at
1 d is lower than pure cement concrete at 1 d, the concrete
mixed with higher SBFS increases the heat release before 1 d.
-is proves that the addition of SBFS can improve the early
hydration of cement.

Figure 5 shows the autogenous shrinkage of the self-
compacting concrete. -e autogenous shrinkage of

concrete mixed with composite admixture is less than
that of pure concrete because less cement content was
used. For C50 concrete, when the proportion of SBFS is
increased from 20% to 25%, the autogenous shrinkage is
increased by 7.8%. While for C60 concrete, with the
same addition of SBFS, the autogenous shrinkage is
only increased by 2.1%. -is indicates that the influence
of the proportion of SBFS on the autogenous
shrinkage decreases with the increase of concrete grade,
which can be attributed to the fact that SBFS has better
performance in promoting the hydration of cement at a
low w/s.

Grade Group w/s Cement SS SBFS Sand Aggregate Water

C30

S-1 0.47 200 120 30 780 1035 165S-2 112.5 37.5
S-3 0.45 175 145 35 790 1025 161S-4 131.2 43.8

C40

SS-1 0.395 250 120 30 730 1055 158SS-2 112.5 37.5
SS-3 0.385 200 160 40 720 1070 154SS-4 150 50
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Figure 3: Compressive strength of concrete with composite admixture mortar: (a) C30 and (b) C40.

Table 6: Mix proportion of self-compacting concrete containing composite mineral admixture (kg/m3).

Grade Group w/s Cement SS SBFS Sand Aggregate Water

C50 Z1 0.31 340 128 32 810 890 157Z2 120 40

C60 ZZ1 0.278 380 144 36 780 880 156ZZ2 135 45

Table 5: Mix proportion of concrete containing composite mineral admixture for compressive strength test (kg/m3).
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4. Conclusions

In this study, a composite mineral admixture was used to
replace cement. -e fluidity and strength of the mortar, the
strength of ordinary concrete, and the adiabatic temperature
rise as well as the autogenous shrinkage of the self-com-
pacting concrete were studied in this paper. -e main
conclusions are as follows:

(1) -e addition of composite mineral admixture de-
creases the early strength of the mortar. Increasing
the SBFS content of the composite admixture can
reduce degradation of the early strength. -is may
contribute to the pozzolanic reaction of SBFS, en-
hancing interface transition zone.

(2) Composite admixture significantly reduces the adi-
abatic temperature rise of self-compacting concrete
up to 7 days. For C50 concrete, the 1adiabatic
temperature rise increases with the addition of SBFS
content. While for C60 concrete, the SBFS content
has little effect on adiabatic temperature rise.

(3) Composite admixture significantly influences the
autogenous shrinkage behavior of self-compacting
concrete. -e addition of composite admixture re-
duces autogenous shrinkage by 10%–15% for C50
concrete and 15%–20% for C60 concrete, respec-
tively. -e reduction effect of SBFS content on the
autogenous shrinkage is prominent for C50 concrete
compared to C60 concrete. -is may be attributed to
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Figure 4: Adiabatic temperature rises of the self-compacting concrete: (a) C50 and (b) C60.
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Figure 5: Autogenous shrinkage of the self-compacting concrete: (a) C50 and (b) C60.
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the reason that SBFS promotes the early hydration of cement 
at low w/s in C60 concrete and thus increases the 
autogenous shrinkage.
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a r t i c l e i n f o 

Keywords:

Thermodynamic simulation

Finite time thermodynamic analysis

Exergy method

IDC room

Heat pipe air-conditioning system

SIMULINK software

Refrigerant flow distribute characteristic

Energy saving potential

a b s t r a c t 

The heat transfer properties of the evaporation terminal, cool distribute unit (CDU), and refrigerant flow distribution of a water 
cooled multi-spilit heat pipe system (MSHPS) utilised in data centres are the focus of this research. The integrated system 
simulation model was built using finite time thermodynamic analysis, the exergy method, and the software SIMULINK. The 
findings reveal that IT servers should focus on organising themselves at a distance of less than 1.3 m. The heat transfer rate 
of the CDU is around 74 J per second. And the CDU's optimal flow rate is 0.82 kg/s. The working fluid is R22, and the flow 
distribution characteristic of a CDU that connects two 6 kW heat pipe evaporator terminals was computed. Then, in important 
Chinese cities, the free cooling time, part-time free cooling, and energy-saving potential were examined. The potential for 
energy savings ranges from 61% to 25%. The findings have significant implications for the operation and practical use of 
MSHPS and comparable pipe-net systems.
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. Introduction

Given the rise of cloud computing,communication,big data, finance,

-commerce, e-government, and other data-driven methods,the role of

ata centers will become more prominent. To maintained the normal op-

ration of the run, air-conditioning system is needed. The energy of the

ir - conditioning take more than 40% of the total energy consumption

f the room [1] . The heat load of the IDC room has those characteristics:

1) There are high sensible heat ratio, it is bigger than 0.9 in most cases.

ecause there are big heat load in IDC room, the wet load is very low

nd almost to zero. (2) It needs refrigerating all the year. Because the

raditional air-conditioning system cooling down the whole IDC room,

here are about 20–30% of the energy is used to reduce the humidity of

he IDC room at the same time. Then to keep the humidity of the room,

he reheat component is added after the air-conditioning process. The

rocess wastes a lot of energy. On the other hand, the cooled air is dis-

ributed by the wind pipe. The distance is long and there are cooling ca-

acity loss in the process. To tackle these problems, the air-cooled heat

ipe air-conditioner is developed. The heat pipe has high heat trans-

er efficiency.Then with the heat density of the IDC room grows, the

ir-cooled heat pipe air-conditioner cannot meet the demand. Then the

ater-cooled technique is employed in the design of the high efficiency

ooling process. But for the safety of the IDC room, the water pipe are

rohibited to go into the IDC room, some are even not promised to the
Thermodynamic Ananlysis and Optimization  of ... 604
orridor of the room. So the water cooled multi-spilit heat pipe sys-

em(MSHPS) was developed, the heat pipe evaporator terminal absorb

he heat and condensing in the CDU, then the heat was taken away

y the cooling water though the CDU. The heat pipe system tackle the

eat exhaust by the IT equipment locally, and the cold and heat channel

losed technical was employed to the system. The PUE of the IDC room

an reach about 1.3 [2] . 

The energy performance of MSHPS are studied by many scholars. In

he heat source and evaporator model: Yue. et al. developed a complete

FD model for the parallel tubes with simplified louvered fins of the

vaporator structure was established to consider the thermal enhance-

ent while reduce the computing costs. The CFD model was validated

y comparing the cooling capacity and outlet temperature of MSHPS

ith experiments [3] . Zou. et al., focused on the onsite test about self-

daptive capacity of a MSHPS in a real data center under 25%, 50%,

5% and 100% heating loads and various fan failures.The results show

hat the MSHPS abnormally operated under low heating loads, but it

till met the cooling demands due to its superior self-adaptive capacity

4] . Ling et al.,carried out experimental research on the MSHPS, and

ointed out that the optimal filling rate of the system is between 33%

nd 42% [5] . Zeng. et al., mainly studies the heat transfer performance

f the micro-channel backplane heat pipe air conditioning system and

onducts heat transfer performance experiments in a standard enthalpy

ifference laboratory [6] . Zou had done Experimental investigation on
H. S. Moharana et al.
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Nomenclature 

Abbreviations 

MSHPS multi-spilit heat pipe system 

CDU cooling deliver unit 

IDC information data center 

IT information technique 

EDL enthalpy difference laboratory 

COP coefficient of performance 

PUE power use efficiency 

CFD calculated fluid design 

Symbols 

A linear diversion coefficient 

BL boiling number 

D diameter(m) 

e exergy(J) 

t time (s) 

T temperature (K) 

h heat transfer coefficient (W/ m 

2 •K) 

height high degree (m) 

H enthaphy,(J) 

i exergy loss (J) 

I total exergy loss (J) 

j colburn j factor 

k thermal conductivity (W/m 

•K) 

m Mass flow (kg/h) 

P pressure (Pa) 

Pr prandtl number 

q flow rate (m 

3 /s) 

Q total heat(J) 

Re reynolds number 

s entropy (j/(mol •K) 

V velocity vector (m/s) 

v volume flow 

W work input(J) 

We weber number 

x gas to liquid degree 

Green letters 

𝜌 density (kg/m 

3 ) 

𝜆 resistance coefficient 

ɛ local resistance coefficient 

𝜎 relative error 

𝜏 period 

ƞ efficiency 

Subscripts 

n, i, j phase n, i and j 

l liquid

g gas 

gen entropy generation 

o out

out out door 

sat saturation 

ev evaporator 

exp expansion valve 

a air-side 

tp two phase 

com compressor 

cond condenser 

ref refrigerant 

w water 

0 mbient temperature 
o  
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. hourly 

_ average 

he thermal performance of a water-cooled loop thermosyphon system

nder fan failure conditions. It is showed that is better to choose a high

ptimal filling ratio to ensure the good operating performance and anti-

ailure capability of loop thermosyphon system [7] . Further more, many

cholars have down many research to check the pipe network char-

cteristics such as liquid separation parameters. A novel multi-branch

eat pipe was investigated by experiment. The proposed heat pipe con-

ists of three branches —two with an evaporator and one with a con-

enser. the optimal working fluid filling ratio and ideal heat load was

btained [8] . Chen, et al., used the thermodynamic simulation software

yclepad to simulate and calculate the thermodynamic properties and

nergy saving characteristics of 72 backplane heat pipes connected by

 CDU in a telecommunication room in Changde city. The results show

hat the annual average energy saving of heat pipe is more than 26%

9] . However, the simulation method is steady-state. There are few re-

earches on the influence of environment on heat pipe system of IDC

oom and energy efficiency evaluation: A thermodynamic approach for

valuating energy performance (productivity) of information technol-

gy (IT) servers and data centers is presented. This approach is based

n the first law efficiency to deliver energy performance metrics de-

ned as the ratio of the useful work output (server utilization) to the to-

al energy expanded to support the corresponding computational work.

hese energy performance metrics will facilitate proper energy eval-

ation and can be used as indicators to rank and classify IT systems

nd data centers regardless of their size, capacity or physical location

10] . A distribute parameter annual energy consumption model with

onsidering the effect of the dynamic heat dissipation characteristics of

ervers, lake water temperature, outdoor weather conditions, and cool-

ng plant thermal performance, will be established to evaluate the per-

ormance and energy efficiency of this cooling plant under different load

actors [11] .

They simulation model is complex, and the task of the experiment is

arge, to build a simple method to evaluate the heat-pipe combined sys-

em, a thermodynamic simulation software 𝑆𝐼 𝑀 𝑈𝐿𝐼 𝑁 𝐾 is employed.

n this paper, the finite time thermodynamic method is applied to es-

ablish an hourly simulation model of CDU, which can reflect the actual

peration of the system, such as the influence of inlet water tempera-

ure fluctuation on the heat transfer performance of CDU. To solve the

efrigerant flow distribute characteristic and the key parameters of the

ater cooled multi-spilit heat pipe system used in data center, based on

he two term flow model, the network node model of the system will

e established and solved by MATLAB simulation method in this paper.

hen the energy and exergy efficiency will be calculated and compared

ith the traditional air-conditional system. 

. The physical model of the water cooled multi-spilit heat pipe

ystem

.1. The system model of water cooled multi-spilit heat pipe system 

A typical heat pipe air-conditioning system can be seen in Fig. 1 .

he area of the IDC room is 384 𝑚 2 , the indoor temperature demand

s about 24 °C, and the humility is about 50%. 72 backboard heat pipe

ir conditioners were designed in the system. The dimension of the gas

ipe is about 19 mm, and the liquid pipe is about 16 mm. The distance

etween the two pipe is about 600 mm. The average outdoor tempera-

ure is 35.4 °C in summer, and − 2.6 °C in winter. The temperature of the

hiller water in and outlet to the CDU is 12/17 °C [12] . And when the

ap of outdoor temperature and IDC room is larger than 10 °C in winter

r transition season, the free cooling mode can be used, the chilling wa-
H. S. Moharana et al.



(A)

(B)

Fig. 1. (A) The backboard heat pipe air-conditioning system in the 𝐼𝐷𝐶 room [14] . (B) The T-S diagram of the evaporator and CDU of the heat pipe system.

Table 1

The percentage of average outdoor temperature zone of a year of Wuhan city.

−
𝑇
out

(°C) ≥ 30 ≥ 20, < 30 ≥ 10, < 20 ≥ 0, < 10 < 0

Percentage of the time 11.5% 33.3% 27.1% 26.2% 1.9%
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er machine can be shut down [13] . The refrigerant absorb heat in the

vaporator and form liquid (state 9) to gas (state 6), then exhaust heat

t the CDU and from gas (7) to liquid (8). See in Fig. 1 (B). 

1-refrigerant (gas) out of evaporate and into CDU; 2-refrigerant (liq-

id) out of CDU and into evaporate; 3- chilled water in to CDU; 4- chilled

ater out of CDU; 5-cooling water out of cooling tower and in to Chiller;

- cooling water out of Chiller and into cooling tower; 7- cooling water

ut of cooling tower and in to heat exchanger (free cooling mode);8-

ooling water out of heat exchanger and in to cooling tower(free cooling

ode)

The percentage of average outdoor temperature zone of a year of

uhan city is showed in the Table 1 [15] . For example, the time of the

utdoor temperature 
− 
𝑇 
out 

which is over 30 °C is about 11.5% of the whole

ear. 
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.2. The physical model of heat pipe evaporator 

The heat pipe evaporator of 6 𝑘𝑊 in a company is taken as the cal-

ulate object. The heat pipe evaporator is microchannel heat exchanger.

he height of the heat pipe evaporator is 2 𝑚 , and the width is 600 𝑚𝑚 .

he wind rate of the fan of the heat pipe evaporator is 2000 𝑚 3 ∕ 𝑠 , and

he refrigerant of the heat pipe evaporator is R22 [16] . 

.3. The physical model of CDU 

The parameter of the CDU is show in Table 2 [17] . 

.4. The physical model of the network 

The MSHPS has three operation model: 1,when the gap of outdoor

emperature and IDC room is larger than 10 °C in winter or transition

eason, the free cooling mode is used; 2,when the gap of outdoor tem-

erature and IDC room is larger than 0 °C and smaller than 10 °C, the

efrigerating main engine and the heat pipe operate at the same time;

,When the gap of out door temperature and the IDC roomis less than

 °C, the refrigerating main engine operate, and the heat emitted from

he IDC room is taken away, and discharged into the outdoor environ-

ent by the condenser [18] . 
H. S. Moharana et al.



Table 2

The parameter of the CDU.

Parameter Side of refrigerant Water side

Mass flow (kg/h) 187.6 1714

Pressure drop (kPa) 2.100 -

Working pressure( bar) 8.85 0.1

Temperature( °C) 20 12/17

Tracheal branch( mm) 19

Liquid pipe branch( mm) 16

The heat transfer area( 𝑚 2 ) 0.9

CDU outline size

(high) × (wide) × (thick) 0.525 × 0.111 ×0.12 

Installation height( m) 1.8
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.5. The physical model of the cooling source 

The cooling capacity of the compressor is about 130 kW; the con-

ensing temperate is about 35 °C; the temperate of the cold water is

bout 12 °C [19] . 

. The mathematical model of the heat-pipe air-conditioning

ystem

.1. The mathematical model of the evaporator of the heat-pipe 

Referring to the micro channel heat exchanger model, based on the

ew Gungor-Winterton correlation formula [20] , the hourly simulation

odel of the heat pipe evaporator is established. 

⋅
 𝑡𝑝 = 0 . 0455( 𝑆 + 

⋅
𝐹 ) Re 1 𝑃 −1 𝑟 

𝑊 𝑒 −0 . 17 
𝑙𝑜 

𝑘 1 
𝐷 ℎ 

(1)

 = 1 + 4400 𝐵 𝐿 0 . 86 𝐹 𝑟 −0 . 22
𝑙𝑜 

(2)

⋅
 

= 1 . 12 

( ⋅
𝑥

1 − 

⋅
𝑥

) 0 . 86 ( 

𝜌𝑙

𝜌𝑔 

) 0 . 41 
(3)

In the formula, Re 1 is Liquid Reynolds number; 𝑃 
𝑟 

is Liquid Prandt

umber; 𝐵𝐿 is Boiling number; 𝑊 𝑒 
𝑙𝑜 

is Liquid Weber number; 𝑘 𝑙 is Liq-

id thermal conductivity; 𝐷 ℎ is heat pipe diameter; 
⋅
𝑥 is hourly gas to

iquid degree; 𝜌𝑙 is liquid density; 𝜌𝑔 is gaseous density. 

The total heat exchange: 

 = 𝑚 ⋅ ∫
1 

0 

⋅
ℎ 𝑡𝑝 𝑑 𝑥 (4)

In the formula: 
⋅
ℎ 𝑡𝑝 : Hourly two current heat transfer coefficient; 𝑥 is

as to liquid degree. 

The efficiency of the system: 

= 

𝑄

𝜏
(5)

In the formula, 𝜏: the heat transfer time of the working fluid in the

eat pipe evaporator. 

= 

ℎ 𝑒𝑣

𝑉
(6)

In the formula, ℎ 𝑒𝑣 is high degree of the evaporator ; V is the velocity

f the working fluid: 

 = 

v

𝜋 ⋅ ( 𝐷 2 ) 
2 (7)

In the formula, v is volume flow. 

The formula (1) - (7) constitutes a heat transfer model for heat pipe

icrochannel heat exchangers. 
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.2. The mathematical model of the CDU 

See in Fig. 2 . The heat exchange of the CDU is equal to the enthalpy

rop from the state point 7 to the state point 8 [21] . 

⋅
 𝑐𝑜𝑛𝑑 = 

⋅
𝐻 7 − 

⋅
𝐻 8 (8)

In the formula, 
⋅

𝑄 𝑐𝑜𝑛𝑑 is the heat transfer for CDU by time. The 
⋅
𝐻 7 , 

⋅
𝐻 8 

re enthalpy value at the state point 7 and 8. 

The points 7 and 8 can be determined according to T-S diagram

 Fig. 1 (B)) and the designed evaporation and condensation temperature.

The exergy loss of the CDU: 

⋅
 𝑐𝑜𝑛𝑑 = 

⋅
𝑚 𝑟𝑒𝑓 ⋅

⋅
𝑖 𝑐𝑜𝑛𝑑 (9)

nd: 

⋅
 𝑐𝑜𝑛𝑑 = 

⋅
𝑚 𝑟𝑒𝑓 ⋅ ( 

⋅
ℎ 7 − 

⋅
ℎ 8 ) − 

⋅
𝑇 0 ⋅ ( 

⋅
𝑠 7 − 

⋅
𝑠 8 ) (10)

In the formula, 
⋅

𝑖 𝑐𝑜𝑛𝑑 : the hourly loss of refrigerant for unit quality;
⋅

 𝑐𝑜𝑛𝑑 : the loss of working hours; 
⋅

𝑚 𝑟𝑒𝑓 : the mass flow rate of working

edium; 
⋅
𝑇 0 : the hourly ambient temperature; 

⋅
𝑠 7 , 

⋅
𝑠 8 : hourly entropy.

The formula (8) - (10) constitutes a finite time thermodynamic model

f CDU. 

.3. The mathematical model of network system 

According to the law of conservation of mass, the sum of the flow of

ach pressure node in the fluid network is 0: 

𝑚 

𝑖 =1 
𝑞 𝑖 = 0 (11)

In the formula, q is the flow of the branch into the node. 

Momentum equation based on fluid motion: 

 𝑖 − 𝑝 𝑖 +1 = 𝑅 𝑖 ⋅ 𝑞 𝑖 
2 (12)

The R is resistance coefficient of the pipeline, and P is the pipe inlet

nd outlet pressure, Pa. 

It should be linearized and the computing equations of network

odes are obtained. 

In the process of computing, the following assumptions are made: 

(1) The branch has a fixed intercepting area;

(2) There is no heat exchange with the outside world;

(3) The working fluid of the node is incompressible;

(4) The diversion coefficient of the branch is variable. It is depends

on the parameters of fluid pressure, flow rate and valve opening.

Because the momentum equation contains a square term, the soft-

are can not be directly solved and linearized. 

 𝑖 = 

√
𝑝 𝑖 − 𝑝 𝑖 +1√
𝑅 𝑖 

(13)

Calculation of boundary and local resistance: 

 𝑖 − 𝑝 𝑖 +1 =
( 

𝜆𝑖 
𝑙 𝑖 

𝑑 𝑖 
+ 𝜀 𝑖

) 

⋅ 𝑉 𝑖 
2 ⋅ 𝜌∕2 (14)

Where, 𝜆𝑖 is the resistance coefficient along the way; 𝑙 𝑖 is the length

f I pipe; 𝑑 𝑖 is the diameter of I pipe; 𝜀 𝑖 is the local resistance coefficient

f I pipe; 𝑉 𝑖 is the flow velocity of I pipe; 𝜌 is the density of working

edium, which is 𝜌𝑙 in liquid state and 𝜌𝑔 is in gas state. 

Among them, A is a linear diversion coefficient: 

 

 𝜋2 ⋅ 𝑑 𝑖 
4

2 ⋅ 𝜌 ⋅ ( 𝜆 𝑙 𝑖 + 𝜀 ) ⋅ ( 𝑝 − 𝑝 )

𝑑 𝑖

H. S. Moharana et al.



Fig. 2. The T-S diagram of the cooling source.
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.4. The mathematical model of the cooling source 

.4.1. The mathmatical model of the compressor 

According to Fig. 2 , the mass flow of the refrigerant is 𝑚 𝑟𝑒𝑓 , it comes

o the compressor at the state 1. And the outlet at state 2 ′. Due to the irre-

ersible process of the compress, the actual outlet state is state 2. There

re exergy loss and entropy generations. The exergy balance equation is

s follows [22] : 

⋅
 1 + 

⋅
𝑊 

= 

⋅
𝑒 2 + 

⋅
𝑖 𝑐𝑜𝑚𝑝 (15)

In the formula, 
⋅
𝑒 1 is hourly exergy input to the compressor; 

⋅
𝑊 

is the

ourly work input by the compressor; 
⋅
𝑒 2 is hourly exergy output of the

ompressor; 
⋅

𝑖 𝑐𝑜𝑚𝑝 is hourly exergy loss of the compressor. 

The exergy input by the compressor is: 

⋅
 𝑖𝑛,𝑐𝑜𝑚𝑝 = 

⋅
𝑊 

= 𝑚 𝑟𝑒𝑓 ( 
⋅
𝐻 2 − 

⋅
𝐻 1 ) (16)

In the formula, 
⋅
𝐻 2 is hourly enthalpy of state 2; 

⋅
𝐻 1 is hourly enthalpy

f state 1. 

The entropy generation of the irreversible process is: 
⋅

 𝑔𝑒𝑛, 12 = 

⋅
𝑠 2 − 

⋅
𝑠 1 (17)

In the formula, 
⋅
𝑠 2 is hourly entropy of state 2; 

⋅
𝑠 1 is hourly entropy

f state 1. 

Then the exergy loss of the compressor is: 
⋅

 𝑐𝑜𝑚𝑝 = 

⋅
𝑒 1 − 

⋅
𝑒 2 + 

⋅
𝑤 = 𝑚 𝑟𝑒𝑓 𝑇 0 ( 

⋅
𝑠 2 − 

⋅
𝑠 1 ) (18)

In the ideal reversible process of the compress, the power consump-

ion is : 
⋅
 

= 𝑚 𝑟𝑒𝑓 ⋅ ( 
⋅
𝐻 2 ′ − 

⋅
𝐻 1 ) (19)

The parameter of the real outlet state 2 of the compressor can be

efined by the formula: 

⋅
𝑖𝑠,𝑐 = 

⋅
𝐻 2 ′ − 

⋅
𝐻 1

⋅
𝐻 2 − 

⋅
𝐻 1

(20)

In the formula, ƞ is the compress efficiency, it is decentralized com-

ressor, suppose it is 0.85. 𝐻 2 is actual enthaphy and 𝐻 2 ′ is ideal entha-

hy. 

⋅
 2 =

⋅
𝐻 2 ′ − 

⋅
𝐻 1 

⋅ + 

⋅
𝐻 1 (21)
𝜂
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.4.2. The mathematical model of the condenser 

The heat of condensation is equal to the enthalpy drop from the state

 to state 4, seen in Fig. 2 . 
⋅
 𝑐𝑜𝑛𝑑 = 

⋅
𝐻 2 − 

⋅
𝐻 4 (22)

In the formula, 
⋅
𝐻 2 is hourly enthalpy at state 2, and 

⋅
𝐻 4 is hourly

nthalpy at state 4. 
⋅

𝑄 𝑐𝑜𝑛𝑑 is hourly condesation heat exhaust to the en-

ironment. 

According to the T-S diagram, the state of the 4 point can be deter-

ined. 
⋅

 𝑐𝑜𝑛𝑑 = 

⋅
𝑚 𝑟𝑒𝑓 ⋅

⋅
𝑖 𝑐𝑜𝑛𝑑 (23)

nd: 
⋅

 𝑐𝑜𝑛𝑑 = 

⋅
𝑚 𝑟𝑒𝑓 ⋅

[ 
( 

⋅
𝐻 2 − 

⋅
𝐻 4 ) − 

⋅
𝑇 0 ⋅( 

⋅
𝑠 2 − 

⋅
𝑠 4 )

] 
(24)

.4.3. The mathematical model of the valve 

As shown in Fig. 2 , the throttling process line is 4 ∼5. Based on the

xergy balance equation and adiabatic throttling equation, the exergy

oss of throttle valve is gotten: 
⋅
 exp = 

⋅
𝑇 0 ⋅

⋅
𝑚 𝑟𝑒𝑓 ( 

⋅
𝑠 5 − 

⋅
𝑠 4 ) (25)

.4.4. The mathematical model of evaporator 

In the evaporator, the circulating refrigerant absorbs heat from the

ow temperature heat source to transform into gaseous state and enter

he compressor. For example, the process line 5 ∼1 in Fig. 2 . When the

ooling capacity is utilized, the exergy loss is estimated from the exergy

alance equation [23] . 

⋅
 𝑒𝑣 = 

⋅
𝑚 𝑟𝑒𝑓 ⋅

[ 
( 
⋅
ℎ 5 − 

⋅
ℎ 1 ) − 

⋅
𝑇 0 ⋅( 

⋅
𝑠 5 − 

⋅
𝑠 1 )

] 

+ 

⋅
𝑚 𝑒𝑣,𝑤 ⋅

[ 
( 

⋅
ℎ 𝑒𝑣𝑤𝑜 − 

⋅
ℎ 𝑒𝑣𝑤𝑖 ) − 

⋅
𝑇 0 ⋅ ( 

⋅
𝑠 𝑒𝑣𝑤𝑜 − 

⋅
𝑠 𝑒𝑣𝑤𝑖 ) 

] 
(26)

The formula 𝑚 𝑒𝑣𝑤 is the flow of cold water, ℎ 𝑒𝑣𝑤𝑖 , ℎ 𝑒𝑣𝑤𝑜 are the en-

halpy of cold water for inlet and outlet, and 𝑠 𝑒𝑣𝑤𝑖 , 𝑠 𝑒𝑣𝑤𝑜 are the entropy

f cold water import and export. 

.5. The mathematical model of the exergy efficiency 

The COP and exergy efficiency 𝜂 is : 

𝑂𝑃 = 

∫ 𝑡 0 
⋅
𝑞 ⋅ 𝑑𝑡 

∫ 𝑡 ⋅
𝑊 

⋅𝑑𝑡 
(27)
0 
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Fig. 3. The flowchart diagram of the evaporator terminal of the heat pipe.
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Fig. 4. The flowchart diagram of the CDU.

Table 3

The style of the experimental equipment.

Name Model Measurement range Resolution Remarks

Flowmeter OMEGA 0.001–9.999 m/s 1% Doppler flow meter

thermometer NTC-3M10K − 20 °C - 150 °C 0.05 °C

Pressure gage SL1808T − 0.1–250MPa grade0.4

Table 4

The parameter setting.

Serial number Parameter Value

1 Inlet air temperature of back plate 1 (°C) 35

2 Inlet air temperature of backboard 2 (°C) 37.5

3 Total mass flow rate of refrigerant (kg / s) 0.0901

4 Flow of branch 1 (kg / s) 0.0371

5 Air volume of branch 1 (m 

3 / s) 0.4152

6 Diameter of branch 1 (cm) 16

7 Inlet pressure of branch 1 (kPa) 885.7

8 outlet pressure of branch 1 (kPa) 887.8

9 Flow of branch 2 (kg / s) 0.0530

10 Air volume of branch 2 (m 

3 / s) 0.5033

11 Diameter of branch 2 (cm) 16

12 Cold water inlet temperature (°C) 12

13 Cold water outlet temperature (°C) 17

14 Cold water flow (kg / s) 0.8124
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= 

∫ 𝑡 0 ⋅𝑒 ⋅𝑑𝑡 
∫ 𝑡 0 ⋅
𝑒 𝑤 ⋅𝑑𝑡 

(28)

In the formula: 
⋅
𝑞 is the hourly heat transfer; 

⋅
𝑊 

is the hourly input

ork;t is the operate time; 
⋅
𝑒 is hourly exergy transfer; 

⋅
𝑒 𝑤 is the hourly

nput exergy. 

The actual climate parameters, such as temperature, are taken as a

unction of time. As an input parameter, the hourly temperature of the

hole year is integrated in this period. The average temperature of the

nit can be obtained by dividing the total amount by the time of the

hole year. As shown in the formula: 

− 
 

= 

∫ 𝑡 0 
⋅
𝑇 ⋅𝑑𝑡 

𝜏
(29)

In the formula: 
− 
𝑇 is the average temperature; 

⋅
𝑇 is the hourly tem-

erature;t is the operation time; 𝜏 is the time period. 

. The simulation model of unit type water cooled multi

ontinuous heat pipe system

.1. The simulation model of the evaporator of the heat pipe 

According to formula 3, the simulation model of the evaporator of

he heat pipe is established [24] . Seen in Fig. 3 . 

Similarly, a simulation model of heat transfer coefficient and heat

ransfer can be established. 

.2. The simulation model of the cdu 

According to the mathematical model of heat exchanger, a simula-

ion model is established. Seen in Fig. 4 . 

. Experimental test

.1. The purpose of the experiment 

In the IDC room, the heat exhaust by the IT servers is vary with the

igh degree of the IT servers and the operation time, and the distance

rom the evaporation terminal of the heat pipe to the CDU is quite dif-

erent. It is easy to cause uneven liquid distribution in pipe network,

esulting in dry burning and other problems. Two of the evaporation

erminal of the heat pipe in the MSHPS was tested. see in Fig. 1 . And

he heat pipe test platform can be seen in Fig. 5 . 
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.2. Test of construction of system liquid separation test bench 

Two back plates of heat pipe air conditioner are set, and the model

s 6 kW. The structure is copper tube and aluminum fin structure. The

nlet air temperature of one block is 35 °C and that of the other block

s reduced from 40 °C to 30 °C. The wind speed is about 2.5 𝑚 ∕ 𝑠 . The

ccuracy of the calculation results is verified by measuring the flow and

otal flow of the branch pipe by the flow meter. Seen in Fig. 6 . 

.3. The experimental equipment 

The inlet air temperature of back plate 1# is about 35 °C and the

utlet air temperature of back plate 1# is about 21 °C. The refrigerant

s R22. The phase transition temperature of the designed refrigerant is

bout 19 °C. The corresponding pressure is about 885.7 kPa. The inlet

ir temperature of backboard 2# increased from 30 °Cto 40 °C, and the

utlet air temperature was about 21 °C. ( Table 3 ) 

.4. Initial parameter setting 

The initial calculation values are shown in Table 4 : the inlet air

emperature of backplane 1 # is 35 °C, and that of backplane 2 # is

7.5 °C. 

Take the meteorological conditions of a place (such as Wuhan city)

s an example as input [26] . 
H. S. Moharana et al.



Fig. 5. Schematic diagram of backplane heat pipe test platform of enthalpy difference laboratory [25] .

Fig. 6. The flow and pressure test diagram.
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. Results and discussions

It can be seen from the relationship between the liquid to gas ra-

io of the heat exchanger vary with the height and operation time of

he heat exchanger. It shows that the liquid to gas ratio is lower than
Thermodynamic Ananlysis and Optimization  of ... 610
.72, the heat transfer efficiency reduce greatly. And the corresponding

eight is about 1.3 m. So when arranging the IT server, it is advisable

o concentrate on the location below 1.3 m, seen in Fig. 7 . 

The calculation results show that heat transfer rate of the evapora-

ion teminal of the heat pipe gradually slows down with operation time.
H. S. Moharana et al.



Fig. 7. The liquid to gas ratio (x) vs. the operating time

in the evaporator.

Fig. 8. The total heat transfer vs.the heat transfer

time of the heat pipe exchanger.

Table 5

The error of the mass flow of the branch VS. the test cases.

Inlet air temperature of

backboard 2# (°C)

Caculation result of

branch 1# (kg/s)

Test data of

branch 1# (kg/s)

Error(%) Caculation result of branch

2# (kg/s)

Test data of

branch 2# (kg/s)

Error(%)

30 0.059 0.058 1.7 0.032 0.03 6.7

32.5 0.055 0.051 7.8 0.038 0.031 23

35 0.051 0.052 1.9 0.046 0.041 12

37.5 0.048 0.039 23 0.056 0.059 5

40 0.043 0.04 7.5 0.068 0.071 4

T  

7

 

t  

e  

fl  

t  

t  

t  

t

 

4  

p  

r  

b  

fl  

b

 

3

 

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016
he evaporation teminal of the heat pipe has a heat transfer of about

4 J after 6 s of heat transfer.Seen in Fig. 8 . 

The heat transfer efficiency of the CDU is calculated by changing

he flow rate of cold water. As shown in the diagram, the heat transfer

fficiency is equal to heat transfer divide the operation period. If the

ow rate is smaller, the heat transfer period is short, but the total heat

ransfered in a period is few; if the flow rate is bigger, the total heat

ransfered in a period is large, but the heat transfer period is long, so

he optimum flow rate of CDU is 0.82 kg/s, and the corresponding heat

ransfer efficiency is 0.81. Seen in Fig. 9 . 
o  
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The inlet air temperature of backboard 2# increases from 30 °C to

0 °C. According to the self balance of the system, when the inlet air tem-

erature of backboard 1# is higher than backboard 2#, there are more

efrigerant flow to the branch 1. Then, when the inlet air temperature of

ackboard 1# is smaller than backboard 2#, there are few refrigerant

ow to the branch 1. And the flow calculation and test values of each

ranch are as follows. Seen in Fig. 10 . 

Test conditions: the inlet air temperature of backboard1# is about

5 °C, The outlet air temperature is about 21 °C. 

It can be seen from Fig 10 , with increase of the inlet temperature

f backboard 2# from 30 °C to 40 °C, the flow of branch 1 decrease
H. S. Moharana et al.



Fig. 9. The 𝜂 of the system vs. the mass flow of the cooling water.

Fig. 10. The flow of the branch VS. the inlet temperature of backboard 2#.

Table 6

Temperature and RH conditions of five typical climatic regions in China.

City Climate zone Annual average

temperature/°C

Annual

average RH

Urumchi Server cold 8.3 59%

Beijing Cold 14.2 50%

Kunming Mild 15.7 73%

Changsha Hot summer and cold winter 17.1 83%

Guangzhou Hot summer and warm winter 22.1 80%
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rom 0.06 to 0.042 kg/s, and the flow of branch 2 increase from 0.032

o 0.069 kg/s. 
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.1. Error analysis 

To verificate the accuracy of the calculation result of the simulation

odel and the test datas, the error analysis formula is employed: 

= 

𝑐 𝑎𝑙𝑐 𝑢𝑙𝑎𝑡𝑖𝑜𝑛 ⋅ 𝑟𝑒𝑠𝑢𝑙𝑡 − 𝑡𝑒𝑠𝑡 ⋅ 𝑑𝑎𝑡𝑎 
𝑡𝑒𝑠𝑡 ⋅ 𝑑𝑎𝑡𝑎 

× 100% (30)

From the table ,it can be seen that when the inlet tempera-

ure of backboard 2# at 37.5 °C, the error is the biggest, is about.

nd the average error of the mass flow of the branch is about

.7%. ( Table 5 ) 

Test conditions: the inlet air temperature of backboard1# is about

5 °C, The outlet air temperature is about 21 °C. 

The meteorological parameter of the five given cities is show in

able 6 . And the free cooling time and complex mode (part time free

ooling) time of a year can be seen from the typical city of Changsha.
H. S. Moharana et al.



Fig. 11. The meteorological parameter of the five given cities and the free cooling time .

Fig. 12. The free cooling time,part time free cooling and

energy saving potential of typical city in China.
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f the T db is lower than 14 °C, it is the free cooling mode, if the T db 

s lower than 24 °Cand bigger than 14 °C, the system running complex

ode (part time free cooling), and when the T db is bigger than 24 °C,

he system running traditional mechanical refrigerate mode. Seen in

ig. 11 . 

Take the outdoor temperature of the major city of China as the in-

ut parameter, the free cooling time,part time free cooling and the en-

rgy saving potential in five typical climatic regions of China is seen in

ig. 12 . 

. Conclusions

(1) In this paper, a time integration model for heat transfer in heat

exchangers is established based on finite time thermodynamic

analysis. The model can reflect the actual heat transfer process
Thermodynamic Ananlysis and Optimization  of ... 613
of heat exchanger. The model can be used to optimize the charg-

ing capacity of heat exchangers. And the model can reflect the

relationship between heat transfer and heat exchanger height.

Provide judgment and reference for the layout of IT equipment. 

(2) The hourly simulation model of CDU is simple and the simulation

error is small. Compared with classical thermodynamic analysis,

it can reflect the actual operation of the system. The simulation

precision is high. Moreover, the model can provide reference for

the design and optimization of CDU parameters.

(3) Compared with the traditional air conditioning system, the flow

rate of working fluid in the unit water-cooled multi connected

heat pipe system is much lower than that in the traditional refrig-

eration system, it is about 10–20% of the traditional refrigeration

system. Which results in the failure of the empirical formula of

"one driving more" in the refrigeration system. The existing cal-
H. S. Moharana et al.
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culation of flow rate and thermal resistance are independent en-

gineering projects, and there is no unified conclusion, so it can

not be widely applied. In this paper, the liquid separation model

is established according to the network node flow method. By

using M language of MATLAB software, the program for solving

the network node pressure and flow rate of the unit water-cooled

multi connected heat pipe system is compiled. The adaptive per-

formance of the system under different loads is simulated. The

test results show that the calculation method meets the require-

ments of engineering accuracy, and can be used as a reference

for the design of refrigeration requirements under different load

conditions. 

(4) The model provides a new method for the simulation of thermal

system.
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1. Introduction

Steel plate shear walls (SPSWs) have been widely used as a lateral force resisting system (LFRS) in building
design and retrofit. SPSWs are classified into two types, stiffened and unstiffened. The stiffened types have higher 
stiffness and strength and energy dissipation. However, in the stiffened SPSWs the construction is significantly 
costly due to thin plates welding [1]. Unstiffened SPSWs have low buckling strength and allow shear buckling and 
development of diagonal tension field under lateral load. The post-buckling diagonal tension strips induce large 
axial and flexural demands on the frame. If the frame is capacity designed for expected yield strength of infill 
plates, as is required by AISC provisions [2], the required column sizes can be considerable. On the other hand, in 
retrofit situations large demands induced from the infill plates yielding would likely require significant 
reinforcement of the existing columns. For reducing column demand, researchers have proposed variety of 
methods such as perforating the infill plate to reduce SPSW stiffness and strength [3], using low yield point steel 
for infill plates [4] or utilizing light gauge plate for infill plates [5]. Berman and Bruneau [5] conducted tests on 
three light-gauge flat and corrugated SPSWs. The corrugated panel was placed diagonally with an inclination angle 
of 45 degrees to the horizontal line. The results showed that corrugated specimen experienced rapid loss in strength 
and infill plate fractures occurred at the location of repeated local buckling. 

Thin flat SPSWs experience severe pinching in their hysteresis loops due to diagonal tension field effects. To 
enhance the buckling load and hysteresis behavior of flat SPSWs, corrugated SPSWs were also proposed by 
Emami et al. [6]. They carried out laboratory tests to compare the cyclic performance of corrugated steel plate 
shear walls (CSPSWs) and a flat steel plate shear wall (FSPSW). The corrugated plates were laid both horizontal 
and vertical. It was revealed that CSPSWs show significantly less pinching in their hysteresis loops than the 
FSPSW due to higher out of plane stiffness and buckling strength of corrugated plates with respect to flat plates. 
Emami and Mofid [7] conducted numerical study on CSPSWs and confirmed the effectiveness of corrugated plates 
in enhancing SPSWs behavior. Farzampour et al. [8] in a numerical study compared monotonic behavior of SPSW 
and CSPSW with openings. Bahrebar et al. [9] performed numerical study on the cyclic behavior of the CSPSW 
with a square opening. Cao and Huang [10] carried out experimental and numerical study on two CSPSWs and 
showed that by properly designing the geometry of corrugated infill plates, the CSPSWs could avoid elastic 
buckling. Tong et al. [11] investigated the elastic buckling of double corrugated plate shear wall theoretically and 
numerically via finite element analysis. Dou et al. [12] studied the elastic shear buckling of infill panels in 
sinusoidally CSPSWs. Farzampour et al. [13] proposed design procedures for CSPSWs with reduced beam section. 
Bahrebar et al. [14] investigated the cyclic performance of perforated steel plate shear wall with curved corrugated 
webs. Fang et al. [15] carried out experimental study on the hysteretic behavior of semi-rigid frame with a 
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double corrugated steel plate shear walls is investigated in this research. Parametric investigations were 
conducted on a one-story single-bay specimen that was constructed and simulated. On the cyclic performance of 
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corrugated plate. Bahrebar et al. [16] studied the response of low yield point steel plate shear wall with curved 
corrugated web plates and reduced beam sections. 

The growth of SPSW structures in high-rise construction worldwide requires larger range of thicknesses for 
infill panels. However, the available thickness for single corrugated plates may be limited due to cold-forming 
process restrictions. A double corrugated SPSWs (DCSPSW) consists of two similar corrugated steel plates placed 
symmetrically and bolted together at contact points with uniform spacing (Figure 1). In this study, the cyclic 
performance of DCSPSWs is evaluated. To this end, a one-story single-bay specimen was modelled and analysed 
using nonlinear material and geometry options available in ABAQUS [17] software package. A parametric study 
was performed on the model by varying its geometry and corrugated plate properties. The parametric study 
considered the orientation of corrugated plates (horizontal or vertical), the effect of disconnecting the plates from 
the columns, the effect of disconnecting the plates from each other, corrugated plate thickness and aspect ratio. In 
the end, recommendations for calculating the initial stiffness and ultimate strength of DCSPSWs are given. 

Figure 1 . Double corrugated steel plate shear wall (DCSPSW) 

2. Finite element modeling

One-story single-bay specimen with moment-resisting beam to column connections was preliminary designed
according to the procedures specified in reference [1]. Specimens’ dimensions and component sizes are illustrated 
in Figure 2. In horizontal and vertical DCSPSW specimens, corrugation fold lines are parallel to the beams and 
columns, respectively. The height and length of specimens are measured as 1.74 m and 2.7 m, center to center of 
members, respectively. The model represents half-scale conventional residential building framing. 

The models were developed in the finite element package ABAQUS [17]. Both material and geometrical 
nonlinearities were considered in the models. The fish plates connecting the infill panel to the beams and columns, 
were not modelled in the finite element simulation. This approximation seems to have negligible effects on the 
analysis results [18]. Boundary frame components, i.e. beams, columns and stiffeners and double corrugated infill 
panels were modelled using S4R element, a four-node doubly curved shell element. This element has six degree 
of freedom per node with reduced integration and finite membrane strain. Mesh size for boundary frame members 
is 50 mm and for infill plate is 25 mm. Since the beam-to-column connections are rigid, shell elements at 
intersecting parts were directly connected. Bolts were not simulated directly. However, to model the effect of bolts, 
infill plates at the contact surfaces are directly connected (Figure 3). The double infill plates are connected to the 
boundary elements using “Tie” constraint command. The material for infill plate and boundary frame components 
were ST12 and ST37 steels according to DIN standard [19], respectively. Mechanical properties of ST12 and ST37 
steel were adopted from coupon tests done by Hosseinzadeh et al. [20] and Jahanpour et al. [21], respectively and 
are shown in Table 1. In order to get cyclic deteriorations in the steel material strength and stiffness, “ductile 
damage” using stress triaxiality dependent fracture initiation criterion and fracture evolution law in the form of 
strain softening was accommodated in material modelling [22]. 

To prevent the out-of-plane displacement of the specimen, as provided by lateral supports in typical test setups, 
the nodes at the perimeter of the top beam–column connections panel and at the center of the top beam were 
restrained from translation in out-of-plane direction. The bottom flange of the bottom beam was fixed in the model 
similar to the boundary conditions of Emami et al. [6]. Typical finite element models for both horizontal and 
vertical DCSPSW specimens are shown in Figure 4. It was reported that in single corrugated SPSWs initial 
imperfection has no meaningful effect on the finite element results [7]. However, in this study, initial imperfection 
as out of plane deformation of 1 mm according to model eigenvalue buckling analysis was applied to the model. 
This was achieved by using “imperfection” command to modify the nodes coordinates. 
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(a) Horizontal DCSPSW

(b) Vertical DCSPSW

(c) Geometry of corrugated plates
Figure 2. DCSPSW specimens dimensions and member sizes (mm) 

Figure 3. Finite element model of DCSPSW infill plates 

Table 1. Material properties used in models 
Element Young’s modulus E yYield stress F uUltimate stress F 

(GPa) (MPa) (MPa) 
Plate (ST12) 200 262 360 

Frame (ST37) 202 280 390 

Directly connected 
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(b) Vertical DCSPSW specimen(a) Horizontal DCSPSW specimen
Figure 4 . Typical DCSPSW finite element models 

As is practical in typical SPSW experiments [6,23], the effect of vertical load was neglected. The models were 
loaded horizontally at the top beam level using displacement control procedure according to the history shown in 
Figure 5. The loading protocol was created with combining the ATC-24 [24] and the AISC [2] requirements for 
cyclic loading as used in previous studies [23,25]. To develop the loading cycle amplitudes, specimen yield 
parameters are required. To this end, pushover analysis was carried out on the finite element model and yield 
displacement and force values were estimated.  

Two displacement amplitudes of one third and two third of the estimated yield displacement were selected for 
elastic cycles. As yield drift was estimated to be 0.3%, these amplitudes correspond to a drift of 0.1 and 0.2%, 
respectively. ATC-24 [24] recommends that number of cycles with peak displacement less than yield displacement 
should be at least six. Thus, three cycles at each of these drift amplitudes were performed. Three cycles were 
performed at the estimated yield displacement according to ATC 24 [24] loading protocol. After that, peak 
displacements were increased by a ductility increment of one until achieving a ductility of three. Three cycles at 
each amplitude were applied. After this step, the number of cycles at each peak displacement was reduced from 
three to two. Peak displacements were increased by a ductility increment of one until reaching an estimated 
ductility of seven. Estimated ductility of seven coincided with 2.0% drift. After this point, peak displacements 
were increased by drift increments of 0.5% until reaching drift of 4.0%, and increments of 1.0% until reaching 
drift of 6.0%. Figure 5 shows the resulting loading history. 

Figure 5. Cyclic loading protocol 

3. Validation

In order to verify the accuracy of the finite element model, two sets of well-established experimental tests were
considered for calibration. The first set is a flat SPSW tested by Vian et al. [25], and the other set is flat and single 
horizontal/vertical corrugated SPSWs tested by Emami et al. [6]. Hysteresis curves as well as model overall 
behaviour and failure modes under cyclic loading have been compared with those obtained from the experiments. 
Hysteresis curve of flat SPSW tested by Vian et al. and numerical results are shown in Figure 6. The experimental 
and numerical results of models tested by Emami et al. are illustrated in Figure 7 and tabulated in Table 2. Good 
agreement between the numerical and test results indicates the validity of the finite element modeling and its 
assumptions. 
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Figure 6. Comparison of experimental and analytical hysteresis curve for SPSW tested by Vian et al. [25] 

(a) Flat SPSW

(b) Horizontal corrugated SPSW

(c) Vertical corrugated SPSW
Figure 7. Comparison of experimental and analytical hysteresis curve for SPSWs tested by Emami et al. [6] 

Table 2. Comparison of experimental and analytical results for initial stiffness and ultimate strength 
Initial stiffness (MN/m) Ultimate strength (kN) 

Experimental Numerical Exp/Num Experimental Numerical Exp/Num 
F-SPSW 108 110.8 0.98 597 599.6 1.00 

H-CSPSW 130 133.1 0.98 502 492.7 1.02 
V-CSPSW 125 131.3 0.95 498 524.5 0.95 
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4. Parametric study

To study the performance of doubly corrugated SPSWs, parametric studies were carried out on specimens
whose details are illustrated in Figure 2. Parametric study includes the effect of corrugated plates orientation 
(horizontal or vertical), whether corrugated plates are connected to the columns or not, whether corrugated plates 
are connected together or not, corrugated plate thickness (t) and DCSPSW aspect ratio (Ar). The four different 
light gauge plate thicknesses and four different aspect ratios (length divided by height of the plate) considered are 
indicated in Table 3. 

Table 3. DCSPSW parameters variation 
Corrugated plates 
orientation 

Infill plate to 
columns connection 

Corrugated plate to 
plate connection 

corrugated plate 
thickness, t (mm) 

DCSPSW 
aspect ratio, Ar 

H (horizontal) & 
V (vertical) 

Yes, No Yes, No 0.5, 0.6, 0.7, 0.8 1, 1.67, 2.33, 3 

4.1 Effect of corrugated plate orientation 
Figure 8 presents the hysteresis curves for horizontal and vertical DCSPSWs and bare frame. Thickness of infill 

plate is 0.5 mm and aspect ratio is 1.67 and infill plates are connected to each other and fully restrained by beams 
and columns. According to ATC recommendation [26] ultimate displacement capacity of specimens should be 
limited to deformation associated with 80% of the ultimate strength on the descending branch of the modified 
backbone curve. Here, 20 % strength loss occurs at the drift of 3%. So hysteresis curves are reported up to 3% 
drift. The initial stiffness, ultimate strength and energy dissipation capacity of specimens are tabulated in Table 4. 
It is clear that DCSPSWs have much better performance in comparison to bare frame due to contributions of infill 
plates. Also note that, the horizontal and vertical DCSPSWs have comparable stiffness, strength, and energy 
dissipation capacity. 

Figure 9 illustrates the maximum in-plane principal stress contour in horizontal and vertical DCSPSWs at 3% 
drift. In DCSPSWs like single corrugated SPSWs, diagonal tension strips develop to resist lateral load. In addition, 
like single corrugated SPSWs the inclination angle of the tension field measured relative to the horizontal axis in 
horizontal DCSPSW specimen is less than that of vertical DCSPSW. Thus in H-DCSPSW, the columns and beams 
at the boundary play a role in forming tension field strips. On the contrary, in V-DCSPSW, as inclination angle of 
the tension strips is higher, development of diagonal tension field strips relies mostly on beams and less on columns. 

(a) H-DSPSW (b) V-DSPSW

(c) Bare frame
Figure 8. Hysteresis curves of DCSPSWs with different configurations and bare frame 

Table 4. Performance parameters of specimens 
Parameter H-DCSPSW V-DCSPSW Bare Frame 

Initial stiffness (MN/m) 145.6 145.3 27.7 
Ultimate strength (kN) 619.9 620.7 465.3 

Energy dissipation (kN-m) 379.2 395.8 288.4 
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(a) H-DCSPSW

(b) V-DCSPSW
Figure 9. Maximum in-plane principal stress contours in DCSPSW (N/m2) 

4.2 Effect of infill plate to column connections 
The diagonal tension strips impose high axial and flexural demands on the columns which may lead to 

premature failure of columns. For reducing column demands in SPSWs, several methods have been suggested by 
researchers including releasing the infill plate from columns and connecting it only to the beams [27,28]. In 
addition, connecting the corrugated infill plate specially the light gauge one to the surrounding frame members 
proved to be difficult due to thickness and geometry of the plate [5]. This could considerably increase the 
construction time. In beam-only-connected SPSWs, infill panel is only connected to the frame beams and 
connections between infill panel and columns are omitted. 

The effects of infill plate connections to columns on the hysteretic performance of DCSPSW are investigated 
in this section. To make beam-only-connected DCSPSW in ABAQUS, it is just enough to remove the tie 
constraints between the columns and corrugated plates. The performances of DCSPSWs with both horizontal and 
vertical corrugation orientation with t=0.5 mm and Ar=1.67 were evaluated. Infill plates were connected to each 
other. The hysteresis curves of beam-only-connected horizontal and vertical DCSPSWs are illustrated in Figure 
10. The initial stiffness, ultimate strength and energy dissipation capacity of these specimens are presented in Table
5. By comparing Table 4 and Table 5, it can be seen that detaching columns from the infill plates reduces column
demands at the expense of reduction in initial stiffness, ultimate strength and energy dissipation of DCSPSWs. In
the case of horizontal DCSPSW, releasing columns from the infill plates decreased the initial stiffness from 145.6
MN/m in the fully connected specimen to 28.3 MN/m, showing 81% reduction. It reduced the ultimate strength
and energy dissipation from 619.9 to 497.0 kN and 379.2 to 308.5 kN-m showing 20% and 19% reductions,
respectively. However, in the case of vertical DCSPSW releasing columns from the infill plates decreased the
initial stiffness from 145.3 MN/m in the fully connected specimen to 113.3 MN/m showing only 22% reduction.
It reduced the ultimate strength and energy dissipation from 620.7 to 587.5 kN and 395.8 to 356.6 kN-m showing
5% and 10% reductions, respectively. It can be seen that the decrease in responses in beam-only-connected vertical 
DCSPSW is less than the decrease in responses in beam-only-connected horizontal DCSPSW and thus, the former
has a better performance.

Figure 11 illustrates the maximum in-plane principal stress contour in beam-only-connected H-DCSPSW and 
V-DCSPSW at 3% drift. In the previous section, it was shown that in H-DCSPSW, columns and beams play a role
in forming diagonal tension field strips. Thus, by comparing Figure 9 (a) with Figure 11 (a) it can be seen that
releasing columns from the infill plates in H-DCSPSW eliminates vertical boundary condition and thus eliminates
most of the active tension field strips and just one strip from bottom left corner to upper right corner remains in
beam-only-connected H-DCSPSW. Eliminating tension field strips corresponds to a decrease in infill plates’
contributions and causes substantial decrease in initial stiffness, ultimate strength and energy dissipation. On the
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contrary, in V-DCSPSW, formation of tension field strips relies more on horizontal boundary conditions than 
vertical boundary conditions. Comparing Figure 9 (b) with Figure 11 (b) shows that releasing columns from the 
infill plates in V-DCSPSW eliminates just a few tension field strips and major part of infill plates’ contributions 
remain. Therefore, beam-only-connected V-DCSPSW experiences less reduction in initial stiffness, ultimate 
strength and energy dissipation in comparison with beam-only-connected H-DCSPSW. 

(a) Beam-only-connected H-DCSPSW                 (b) Beam-only-connected V-DCSPSW
Figure 10. Hysteresis curves of DCSPSWs with beam-only-connected infill plates 

Table 5. Performance parameters for beam only connected specimens 
Parameter H-DCSPSW V-DCSPSW 

Initial stiffness (MN/m) 28.3 113.3 
Ultimate strength (kN) 497.0 587.5 

Energy dissipation (kN-m) 308.5 356.6 

(a) Beam-only-connected H-DCSPSW

(b) Beam-only-connected V-DCSPSW
Figure 11. Maximum in-plane principal stress contours in beam only connected DCSPSW (N/m2) 

4.3 Effect of plate to plate connections in DCSPSWs 
Figure 12 presents the hysteresis curves for horizontal and vertical DCSPSWs when the infill plates are detached 

from each other. In other words, bolts are omitted and corrugated plates are placed simply alongside each other 
with no connections. Thickness of infill plates is 0.5 mm and aspect ratio is 1.67 and infill plates are connected 
fully to the beams and columns. The initial stiffness, ultimate strength and energy dissipation capacity of 
DCSPSWs with separate infill plates are presented in Table 6. It can be seen that horizontal and vertical DCSPSWs 
with separate infill plates have relatively similar cyclic performance. In addition, comparing Table 4 and Table 6 
reveals the effect of plate to plate connections on the response of DCSPSWs. In the case of H-DCSPSW, detaching 
plates from each other decreased the initial stiffness, ultimate strength and energy dissipation from 145.6 MN/m, 
619.9 kN and 379.2 kN-m to 144.9 MN/m, 606.9 kN and 371.3 kN-m showing 0.5%, 2% and 2% reductions, 
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respectively. In the case of V-DCSPSW detaching plates from each other decreased the initial stiffness, ultimate 
strength and energy dissipation from 145.3 MN/m, 620.7 kN and 395.8 kN-m to 142.3 MN/m, 610.4 kN and 363.9 
kN-m showing 2%, 2% and 8% reductions, respectively. 

It can be seen that detaching plates from each other reduces the responses in DCSPSWs. This reduction is 
attributed to the fact that when DCSPSW infill plates are not connected to each other the out of plane stiffness of 
the section decreases and this causes a lower performance. However, this reduction is relatively small and 
DCSPSWs with detached infill plates have acceptable cyclic performance. 

(a) H-DCSPSW (b) V-DCSPSW
Figure 12. Hysteresis curves of DCSPSWs with detached infill plates 

Table 6. Performance parameters for DCSPSWs with detached infill plates 
Parameter HDSPSW VDSPSW 

Initial stiffness (MN/m) 144.9 142.3 
Ultimate strength (kN) 606.9 610.4 

Energy dissipation (kN-m) 371.3 363.9 

4.4 Effect of thickness 
The effects of infill plate thickness on the cyclic behavior of DCSPSWs are investigated in this section. 

Performances of DCSPSWs with both horizontal and vertical orientations with t = 0.5, 0.6, 0.7, and 0.8 mm were 
evaluated. Infill plates are connected fully to the beams and columns and also are connected to each other. Aspect 
ratio is 1.67. The cyclic behavior of horizontal and vertical DCSPSWs are illustrated in Figures 13 and 14, 
respectively. From these figures it can be seen that for both horizontal and vertical DCSPSWs increasing the infill 
plate thickness improves the cyclic behavior. However, it should be noted that this increase can also lead to larger 
demands on boundary frame members and this must be considered in the design. 

The response of H-DCSPSW and V-DCSPSW as a function of infill plate thickness is given in Figures 15 (a) 
through (c). Initial stiffness, ultimate strength and energy dissipation increase proportionally with infill plate 
thickness for both. For H-DCSPSW increasing the infill plate thickness from 0.5 mm to 0.8 mm result in 43%, 
11% and 12% increase in the initial stiffness, ultimate strength and energy dissipation, respectively. 

(a) t=0.5 mm (b) t=0.6 mm

(c) t=0.7 mm (d) t=0.8 mm
Figure 13. Hysteresis curves of horizontal DCSPSW with different plate thicknesses 
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(a) t=0.5 mm (b) t=0.6 mm

(c) t=0.7 mm (d) t=0.8 mm
Figure 14. Hysteresis curves of vertical DCSPSW with different plate thicknesses 

(a) Initial stiffness

(b) Ultimate strength (c) Dissipated energy
Figure 15. The response of H-DCSPSW and V-DCSPSW as a function of infill plate thickness 

4.5 Effect of panel aspect ratio 
The effects of panel aspect ratio (Ar) on the cyclic performance of DCSPSWs are investigated in this section. 

To study the different panel aspect ratios, the panel height was kept constant and equal to 1500 mm and length of 
the panel was varied. Panel aspect ratios are summarized in Table 7 and illustrated in Figure 16. The hysteresis 
curves of the horizontal DCSPSWs with t=0.5 mm are shown in Figure 17. Infill plates are connected fully to the 
beams and columns and are connected to each other. From Figure 17, it is found that increasing the panel aspect 
ratio from 1.00 to 3.00 can be effective in enhancing the cyclic performance of the DCSPSWs. In fact, increasing 
of the panel aspect ratio increases the number of tension field strips forming in the panel and this results in greater 
initial stiffness, ultimate strength and dissipated energy. 

Table 7. Panel aspect ratios 
H, Height of panel (mm) 1500 1500 1500 1500 
L, Length of panel (mm) 1500 2500 3500 4500 

, panel aspect ratiorA 1.00 1.67 2.33 3.00 
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(a) Ar =1.00 (b) Ar =1.67 (c) Ar =2.33 (d) Ar =3.00
Figure 16. Different panel aspect ratios 

(a) Ar=1.00 (b) Ar=1.67

(c) Ar=2.33 (d) Ar=3.00
Figure 17. Hysteresis curves for beam-only-connected horizontal DCSPSW with varying panel aspect ratios 

The responses of horizontal DCSPSWs as a function of panel aspect ratio are tabulated in Table 8. It can be 
seen that, initial stiffness, ultimate strength and energy dissipation increase with infill panel aspect ratio. Increasing 
the panel aspect ratio from 1.0 to 3.0 increase the initial stiffness, ultimate strength and energy dissipation from 
100.2 MN/m, 553.7 kN and 357.3 kN-m to 235.3 MN/m, 753.6 kN and 412.4 kN-m showing 135%, 36% and 15% 
increase, respectively. So it is better to use DCSPSWs in wider bays of a building. 

Table 8. Performance parameters of horizontal DCSPSWs as a function of panel aspect ratio 
Ar Initial stiffness Ultimate strength Energy dissipation 

(MN/m) (kN) (kN-m) 
1.00 100.2 553.7 357.3 
1.67 145.6 619.9 379.2 
2.33 190.5 687.1 390.4 
3.00 235.3 753.6 412.4 

5. Initial stiffness and ultimate strength of DCSPSWs

Ultimate shear strength of DCSPSWs can be estimated via Equation (1):

𝐹𝐹𝑠𝑠𝑠𝑠 = 𝐹𝐹𝑓𝑓𝑠𝑠 + 𝐹𝐹𝑝𝑝𝑝𝑝  (1) 

where 𝐹𝐹𝑠𝑠𝑠𝑠 is the ultimate shear strength of the steel plate shear wall,  𝐹𝐹𝑓𝑓𝑠𝑠 is strength of bare frame and 𝐹𝐹𝑝𝑝𝑝𝑝 is 
strength of plate. 𝐹𝐹𝑓𝑓𝑠𝑠 is given by Equation (2): 
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𝐹𝐹𝑓𝑓𝑠𝑠 = 4𝑀𝑀𝑝𝑝 ℎ𝑠𝑠⁄     (2) 

where 𝑀𝑀𝑝𝑝  is the smallest of the plastic moment capacity of the beam and columns and ℎ𝑠𝑠  is height of the 
specimen. 𝐹𝐹𝑝𝑝𝑝𝑝 is given by Equation (3) [13]: 

𝐹𝐹𝑝𝑝𝑝𝑝 = 𝐿𝐿𝐿𝐿�𝜏𝜏𝑐𝑐𝑐𝑐.𝑖𝑖𝑖𝑖
𝑒𝑒 + 0.5𝜎𝜎𝑝𝑝𝑡𝑡 sin 2𝜃𝜃�      (3) 

in which 𝐿𝐿  and 𝐿𝐿  are length and thickness of the infill plate, respectively. 𝜏𝜏𝑐𝑐𝑐𝑐.𝑖𝑖𝑖𝑖
𝑒𝑒  is the plate interactive shear 

buckling stress and 𝜎𝜎𝑝𝑝𝑡𝑡 is the yield stress of tension field calculated via Von-Mises criterion. . 𝜏𝜏𝑐𝑐𝑐𝑐.𝑖𝑖𝑖𝑖
𝑒𝑒  is obtained as 

follows [13,29]: 
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  (4) 

in which 𝜏𝜏𝑡𝑡  is yielding shear stress, 𝜏𝜏𝑐𝑐𝑐𝑐.𝐿𝐿
𝑒𝑒  and 𝜏𝜏𝑐𝑐𝑐𝑐.𝐺𝐺

𝑒𝑒  are local and global shear buckling stresses which can be 
calculated from Equations (5) and (6): 
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 (6) 

𝐸𝐸 is Young’s modulus of elasticity and 𝜗𝜗 is Poisson ratio; ℎ is panel height; 𝜑𝜑 is boundary condition factor 
varying from 1.0 to 1.9 and assumed to be 1.0 due to simple support condition [13]. 𝛾𝛾 is a factor which accounts 
for corrugation geometry and obtained using Equation (7): 

𝛾𝛾 = 𝑎𝑎+𝑏𝑏
𝑎𝑎+𝑐𝑐

  (7) 

𝑎𝑎 , 𝑏𝑏 , 𝑐𝑐 and 𝑑𝑑 are parameters of corrugated panel geometry which are illustrated in Figure 18. 
𝜎𝜎𝑝𝑝𝑡𝑡 is the yield tension field stress calculated using Equation (8) [13]: 

𝜎𝜎𝑝𝑝𝑡𝑡2 +(3𝜏𝜏𝑐𝑐𝑐𝑐.𝑖𝑖𝑖𝑖
𝑒𝑒 sin 2𝜃𝜃)𝜎𝜎𝑝𝑝𝑡𝑡 + �3𝜏𝜏𝑐𝑐𝑐𝑐.𝑖𝑖𝑖𝑖

𝑒𝑒 2 − 𝜎𝜎𝑡𝑡2� = 0    (8) 

where 𝜃𝜃 is tension field inclination angle measured relative to the horizontal axis and assumed to be 30 and 60 
degree for horizontal and vertical specimens [6]. 𝜎𝜎𝑡𝑡 is yield stress of steel plate. 

Figure 18. Parameters of corrugated panel geometry 

To estimate the equivalent thickness of DCSPSWs, a single panel corrugated SPSW with the same infill plate 
shape and twice the thickness was modeled and their initial stiffness and ultimate strength were calculated (Figure 
19). The boundary elements (beams and columns) were kept the same. Initial stiffness and ultimate strength of 
DCSPSW with each plate thickness of t were compared with those of single corrugated SPSW with infill plate 
thickness of 2t. Thus, initial stiffness ratio was defined as the ratio of initial stiffness of double panel SPSW with 
each plate thickness of t with respect to that of single panel SPSW with infill plate thickness of 2t. Ultimate strength 
ratio was defined in a similar way. 

Figure 20 presents the initial stiffness and ultimate strength ratio as a function of t for both horizontal and 
vertical corrugated SPSWs. Panel aspect ratio is 1.67. It can be seen that the initial stiffness ratio is a bit larger 
than one for considered thicknesses showing that initial stiffness of double corrugated SPSW is a bit larger than 
initial stiffness of single corrugated SPSW with infill plate thickness of 2t. This can be attributed to the fact that 

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Numerical Investigation of Double... R. K. Panda et al.626



double corrugated SPSW has larger out of plane stiffness in comparison to single corrugated SPSW with thickness 
of 2t. Ultimate strength ratio is approximately equal to one which means that ultimate strength of double panel 
SPSW is approximately equal to ultimate strength of single panel SPSW with infill plate thickness of 2t. 

Figure 19. Comparison of double corrugated SPSW with plate thicknesses of t with single corrugated SPSW with 
infill plate thickness of 2t 

(a) Initial stiffness ratio (b) Ultimate strength ratio
Figure 20. Initial stiffness and ultimate strength ratio as a function of t 

Initial stiffness and ultimate strength ratio as a function of panel aspect ratio (Ar) for horizontal corrugated 
SPSWs are tabulated in Table 9. Each infill plate thickness in double panel SPSWs is 0.5 mm and infill plate 
thickness in single panel SPSWs is 1.0 mm. It can be seen that the initial stiffness and ultimate strength of 
DCSPSW is greater than those of single corrugated SPSW. However, the difference is less than 6% and 3% for 
initial stiffness and ultimate strength ratio, respectively. Thus, it can be concluded that for different thicknesses 
and aspect ratios using an equivalent thickness of 2t in Equations (3) to (8) for DCSPSW is valid and conservative. 

To elaborate, ultimate shear strength of horizontal and vertical DCSPSWs with each infill plate thickness of 0.5 
mm and panel aspect ratio of 1.67 were estimated through analytical method using Equations (1) to (8) and 
compared with finite element (FE) results (Table 10). Equivalent thickness of the infill plate was assumed to be 
1.0 mm. Table 10 indicates that analytical equations can predict the ultimate strength of DCSPSWs with less than 
4% error. 

Table 9. Initial stiffness and ultimate strength ratio as a function of panel aspect ratio 

Ar 
DCSPSW 

(each infill plate thickness = t) 
Single corrugated SPSW 

(infill plate thickness = 2t) ratios 

Initial stiffness 
(MN/m) 

Ultimate strength 
(kN) 

Initial stiffness 
(MN/m) 

Ultimate strength 
(kN) 

Initial stiffness 
ratio 

Ultimate 
strength ratio 

1.00 100.2 553.7 95.4 537.6 1.05 1.03 
1.67 145.6 619.9 137.4 601.9 1.06 1.03 
2.33 190.5 687.1 181.4 673.6 1.05 1.02 
3.00 235.3 753.6 224.1 731.7 1.05 1.03 

Table 10. Comparison of ultimate strength calculated with analytical method and FE analysis 
Specimen Strength by analytical method Strength by FE analysis Error 

(kN) (kN) (%) 
Horizontal 642.2 619.9 3.5 

Vertical 642.2 620.7 3.4 
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6. Conclusions

Cyclic performance of double corrugated steel plate shear walls (DCSPSWs) was investigated in this study.
Several finite element models were developed and analysed for parametric studies. Infill plate orientation, 
connection of infill plate to columns, connection of infill plates together, infill plate thickness and panel aspect 
ratio were considered as the main parameters in this performance evaluation. Responses of interest are force-
deformation relationship, initial stiffness, ultimate strength and energy dissipation capacity. The following 
conclusions can be drawn based on this study: 

1) Horizontal and vertical DCSPSWs fully restrained by beams and columns, have comparable stiffness,
strength and energy dissipation capacity. 

2) Releasing columns from infill plates reduces column demands at the expense of reduction in seismic
responses of DCSPSWs. However, decrease in responses of beam-only-connected V-DCSPSWs is meaningfully 
less than the decrease in responses of beam-only-connected H-DCSPSWs and thus beam-only-connected V-
DCSPSWs have a better performance. 

3) Detaching corrugated plates from each other in DCSPSWs cause negligible reduction in responses in
comparison with bolted plates. In other words, DCSPSWs with detached infill plates have acceptable cyclic 
performance. 

4) By increasing the corrugated plate thickness, initial stiffness, ultimate strength and energy dissipation
increase proportionally for both H-DCSPSW and V-DCSPSW. 

5) Increasing panel aspect ratio can be effective in enhancing the cyclic performance of the DCSPSWs. In other
words, it is better to use DCSPSWs in wider bays of a building. 

6) The initial stiffness and ultimate strength of DCSPSWs can be estimated by using an equivalent thickness of
2t in the given equations. 

7) Analytical equations can predict the ultimate strength of DCSPSWs with less than 4% error.
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1. Introduction

As the construction industry develops rapidly, the me-
chanical properties of the concrete have attached more
attention [1, 2]. Consequently, the reinforced concrete
(RC) structures have been widely used in constructions
with the advantages of high sustainability, excellent me-
chanical strength, and considerable deformability resis-
tance [3, 4]. However, the ordinary RC structures cannot
meet the increasing demand of engineering specifically for
the formworks in structure nodes [5–7]. )is phenome-
non points to the need for novel RC structures for filling

structure nodes’ formworks and producing high-quality
constructions [8].

)e application of sustainable embedded parts in steel-
concrete composite structure joints has been used exten-
sively as a promising material [9]. )e embedded parts’
structure comprising Halfen channel embedded parts and
plate embedded parts are raising attention and can be the
feasible solutions towards current drawbacks [10]. )e
embedded parts’ structures do not depend on the secondary
construction of the ground in constructions with the ad-
vantages of the convenient assembly procedure, low cost,
and labor [11]. Stout et al. [12] patented amethod for making
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ABSTRACT

Plate embedded parts and grooved embedded parts reinforced concrete structures were explored in this study. To ensure 
long-term functionality, two types of plate embedded parts and three types of grooved embedded parts were coated. Later, 
bending experiments were used to determine the ultimate failure capacity, which were then compared to the theoretically 
calculated results. Furthermore, three grooved embedded components were simulated using ABAQUS to compare the 
findings with the results of the experimental investigation, which were in close agreement with the theoretically estimated 
and finite element analysis results. The failure modes of the implanted specimens under the five operating conditions were 
all concrete vertebral failure, according to the results. The ultimate bearing capacity of plate-type embedded components 
was found to be higher than that of grooved embedded parts. Furthermore, these five types of embedded parts have not yet 
reached their maximum flexural and shear capacity.
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cast-in-place concrete structures to reveal integrally
bounded confines in the structure. Stout et al. [13] also
explored a void-creating device to be embedded in a
concrete structure, aiming at defining a labyrinth of pas-
sageways with the concrete structure, which revealed the
passage procedure for service parts through the interior
parts within the concrete.

At present, drawing, shearing, and seismic resistance are
major concerns for embedded parts worldwide. In engi-
neering application, the slot embedded parts, bearing the
bending force and shear force inmost cases as the joint of the
steel-concrete structure [14]. However, few studies have
been conducted on the bending-shear test performance of
slot embedded parts. Moreover, despite the embedded parts
being widely used, there are few standard designs for slot
embedded parts.

In this study, a novel coating treatment was conducted
upon three kinds of HALFEN channel embedded parts and
two kinds of plate embedded parts to reveal the sustainable
function. )e bending-shear experiments were carried out
with different specifications to analyze the ultimate bearing
capacity and failure modes. Under the actual test conditions,
the theoretical calculation and finite element analysis using
ABAQUS were carried out on the flexural and shear test to
determine the reliability of the HALFEN channel embedded
parts in the practical application. )e study can be regarded
as a guideline in this research area.

2. Experimental Study

2.1. Experimental Design. 15 specimens for two types of
embedded parts were analyzed comprising A-1, A-2, B-1, B-2,
and B-3. )e A group was the structure reinforced by em-
bedded plate and the B group means the grooved embedded
parts corresponded to three different types of grooved em-
bedded parts. Each batch contains three samples and the
loading configurations are constant. Specifically, A-1 and A-2
were each reinforced by a 150mm× 150mm× 10mm and a
150mm× 150mm× 20mm anchor plate separately. Mean-
while, the embedded plate was welded by 4 steel bar anchor
legs (200mm in length and 20mm in diameter) and the
anchor legs were also welded to an I-beam (150mm) with
different distances towards edges (10mm for A-1 and 20mm
for A-2). For the B group, the specimen was reinforced by
HALFEN groove (40mm width and 22mm height for B-1,
50mm width and 30mm height for B-2, and 52mm width
and 34mm height for B-3). )e groove was weld by 4 anchor
legs with a length of 100mm (overall length of 300mm). )e
anchor legs were linked with 5T bolts on the other side.

)e concrete specimen sizes were
450mm× 450mm× 450mm (A group) and
600mm× 400mm× 300mm (B group). )e design strength
of all specimens was C30 and the embedded parts were
Q345-type galvanized steel. )e surface of the anchor plate
was even with the concrete, embedding all anchor legs. )e
bending or shearing loads were applied to the I beam or T
bolt, and the loading eccentricity was 40mm from the an-
chor plate plane. )e specimen parameters were demon-
strated in Table 1.

2.2. Sustainable Treatment. All designed embedded parts
experienced coating treatment to guarantee sufficient sus-
tainability in-service lifespan. A self-developed Zn-A1-Mg-
RE alloy on a small scale is utilized coating, as shown in
Figure 1. )is is because the alloy not only exhibits out-
standing corrosion resistance but also fills the microcracks in
the coating which enhances the mechanical performance.
First, pure Zn strip at the content of 99.9% is sprayed onto
the surface of embedded parts as a base by a high-velocity
spraying gun (HAS-02) cooperated by a CDM system
(AS3000) at 200 μm thickness. Later, the Zn-A1-Mg alloys
are coated upon the surface of the embedded part with a
thickness of 400 μm. )e spraying current stands at 140 A,
and spraying voltage employs 30V. )e spraying distance
keeps at 250mm and the air pressure is 0.65MPa.

2.3. Loading Parameters. )e 500t servo compression-test-
ing machine is utilized to load the test specimens. Mean-
while, a self-control device is set on the upside of the
specimen to prevent the sliding effect on the workbench.)e
structure diagram of the entire loading system and self-
control device are, respectively, shown in Figure 2.

As for the loading procedure, the servo machine first
utilized a 0.2 kN/s preload rate till the 10% yield load fol-
lowed by a recovering process. After the inspection of the
loading device and instrument, the servo machine applied
uniaxial load at a rate of 0.4 kN/s with 50mm eccentricity
until failure. )e loading value, as well as the strain data, was
collected automatically by the servo machine and the static
strain tester. Especially, both the circumscribed I-beam of
plate-type and the circumscribed T-type bolt of slot-type
built-in fitting obtained 4 anchor legs using 8 wires to
connect with the static strain tester during loading. )e
loading procedure of plate-type built-in fitting and slot-type
built-in fitting separately are illustrated in Figure 3.

3. Test Results

3.1. Mechanical Properties. )e experimental results are
shown in Figure 4. )e average failure load of A-1 was
378.73 kN and was 78 kN higher than that of
A-2(299.93 kN). )e mean loading capacities for the B batch
were 89.76 kN for the B-1 sample, 125.34 kN for the B-2
sample, and 105.63 kN for the B-3 sample.

3.2. Failure Mode. )e failure modes and surface cracks for
all five embedded specimens are denoted in Figure 5.

All the specimens were damaged by the concrete ver-
tebral body with considerable cracks. For the embedded
structures, the concrete around the groove began to crack
slightly and then gradually expanded. After a specific
threshold (98 kN for B-1 and 92 kN for B-2), the cracks on
the original extend rapidly and terminally came into failure.
Major cracks in the vertical direction on both sides of the
middle groove steel were found, the bottom joint was
protruded around the T-bolt and the upper part was pulled
out due to the exerted force on the edge.

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

Analysis for Sustainable... H. C. Giri et al.631



4. Theoretical Calculations

)e bearing capacity of a section of embedded components
is calculated according to CEN/TS 1992-4-3:2009 [15].

4.1. Design Calculation and Analysis of Plate Embedded Parts.
As for the damage characteristics, when the force moment e/z
is less than 0.3, the embedded parts are first crushed by
concrete with general shear-bearing embedded parts. When
the forcemoment e/z is more than 0.6, the embedded parts are
all damaged by the pulled anchor leg. Otherwise, the

embedded part failure is caused by the compound effect of
crushed concrete or the pulled anchor leg. In this study, the
eccentricity is 40mm, and the vertical distance Z between the
anchor legs is 130mm.)erefore, the moment equals 0.3 and
the theoretical damage characteristic ought to be a crushing
effect to form vertebral body damage, which is consistent with
the actual damage characteristics.

According to the experimental study and theoretical
analysis of uniformly arranged bending-shear embedded
parts with straight anchor legs, the strength of bending-shear
embedded parts can be calculated according to the following
equation [16, 17]:

Table 1: Specimen parameters for A and B groups.

Group Built-in type Anchor number and size Sample size (mm) Circumscribed device
A-1 Plate-type 4∗ 100∗ 20 450× 450× 450 No. 14 I-beam
A-2 Plate-type 4∗ 100∗ 20 450× 450× 450 No. 14 I-beam
B-1 Slot-type 4∗ 100∗ 20 600× 400× 300 5 T-type bolts
B-2 Slot-type 4∗ 100∗ 20 600× 400× 300 5 T-type bolts
B-3 Slot-type 4∗ 100∗ 20 600× 400× 300 5 T-type bolts

Figure 1: Microscale set up of Zn-AI-Mg-RE coating.

(a) (b)

Figure 2: (a) Servo testing machine structure diagram. (b) Self-control experiment device.
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(a) (b)

Figure 3: )e built-in fitting for (a) plate-type and (b) slot-type.
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Figure 4: Experimental results of plate and groove embedded parts.
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(e)

Figure 5: Specimen failure form for (a) A-1, (b) A-2, (c) B-1, (d) B-2, and (e) B-3.
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V

Vu0

+
0.3M

Mu0
� 1, (1)

where V/Vu0 ≥ 0.7, or (e/z)≤ 0.57(αaαb/αv).
According to the reliability analysis of embedded parts,

the shear strength of embedded parts can be calculated
according to equation (2) and the bending strength of
embedded parts can be calculated according to equations (3)
to (5):

vu0 � αvαrfyAs, (2)

Mu0 � 0.4αaαbαrfyAsz, (3)

αv � (4 − 0.08d)

���
fc

fy



≤ 0.7, (4)

αa �
la′

la
, (5)

where αv symbols the shear strength coefficient of anchor
legs, fc is the design value of concrete compressive strength,
fy equals the design value of tensile strength of embedded
anchor legs, d is the diameter of steel bars, αr means the
influence coefficient of the number of anchor legs, As is the
section area for all anchor legs, αa symbols the reduction
coefficient of anchor length, αb is the reduction factor of
bending deformation of anchor plate which generally equals
1, la′ is the actual length of the anchor leg (200), and la means
the anchorage length (600) of tensile anchor legs is usually
selected and calculated according to Table 2.

By combining the listed formulas, equation (6) is ob-
tained shown as follows:

V

αvαrfyAs

+
M

1.3αaαbαrfyAsz
� 1. (6)

As the embedded parts met the structural requirements
and the anchor plate can be considered as nonbending
deformation, αb thus equals 1. )e embedded parts are
equipped with two rows of anchor legs, and αr is taken as 1.
)e design value of compressive strength of concrete
specimens is 14.3N/mm2, and the design value of tensile
strength of embedded anchor legs is 310N/mm2.

As a result, αa � 1/3 and the shear strength coefficient of
anchor legs αv is 0.52. )e theoretical calculation solution V
is 148 kN, which is far lower than the experimental results of
A-1 and A-2, meeting the safety considerations.

4.2. Practical Calculation and Analysis of Groove Embedded
Parts. )e embedded depth of the anchor leg was shallow,
which is less than 150mm. )e failure form of the groove
embedded structure was usually concrete cone failure, and
the experimental results verified this assumption. According
to CEN/TS 1992-4-3:2009 [15], the formula of a failure
bearing capacity of the concrete cone is described as[18, 19]

NRk,c � N
0
Rk,c × αs,N × αe,N × αc,N × φre,N × φucr,N, (7)

where NRk,c is the failure capacity of the concrete cone when
a single anchor leg of groove-type embedded part is applied,
αs,N, αe,N, and αc,N are the adjacent anchor correction co-
efficient, boundary effect correction coefficient, and corner
effect correction coefficient, respectively, and φucr,N is the
cracking correction coefficient of concrete, and when
noncracking concrete equals to1.4, φre,N is the shadow of
bearing capacity considering the peeling of surface concrete.
)e formula for calculating the response coefficient is
expressed in equation (8). N0

Rk,c means the standard value of
bearing capacity of concrete cone failure reinforced by single
anchor legs of groove embedded parts under tension which
is calculated as equation (9):

ϕre,N � 0.5 +
hef

200
≤ 1, (8)

N
0
Rk,c � 8.5 × αch ×

������
fck,cube


× h

1.5
ef , (9)

where αch is the correction factor of channel steel to concrete
cone less than 1, fck,cube is the standard value of compressive
strength of concrete cube (N/mm2), and hef is the length of
anchor leg of groove embedded parts.

According to the listed formulas, hef is 100mm, and φre,N
is thus calculated as 1. When the specimen is C30, fck,cube
take 34.9N/mm2 and αch was chosen as 1; then, N0

Rk,c is
calculated as 50.2 kN.)e adjacent anchor repair coefficient,
boundary effect repair coefficient, and corner effect repair
coefficient αs,N，αe,N， and αc,N, are 1, 1.1, and 1.2, re-
spectively, according to the actual situation. )e concrete is
noncracking concrete, and φucr,N is 1.4. As a result, NRk,c is
calculated as 102.1 kN, which is in close agreement with the
experimental values.

5. Finite Element SimulationAnalysis ofGroove
Embedded Parts Test

5.1. Establishment of the Finite Element Model for Slot
Embedded Parts

5.1.1. Selection of Materials. )e groove embedded com-
ponents (B-1, B-2, and B-3) were simulated in finite element
analysis consisting of steel plate, groove embedded parts,
and concrete structure.)e T-type bolt is simplified as a steel
plate in modeling as its main function was to transmit force
to embedded parts. )e steel Poisson’s ratio was 0.274, and
the elastic modulus was 2.06∗103MPa.

)ere were three constitutive models of concrete
which are provided in ABAQUS including the brittle
cracking model, dispersive cracking model, and damage-
plasticity model [20, 21]. )e plastic damage model of
concrete is adopted in this paper because it was able to
simulate the mechanical behavior of concrete under

Table 2: )e formula for calculating anchorage length.

Type of reinforcement
Strength grade of concrete

C15 (d) C20 (d) C25 (d) ≥C30
Crescent rebar 50 40 35 30d
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monotonous, reciprocating, and dynamic loads under
low hydrostatic pressure and has good convergence. As
for the uniaxial constitutive relationship of concrete, it
was based on the damage-plasticity mode and consisted
of the elastic section, strengthening section, and soft-
ening section. Poisson’s ratio took 0.167 in the elastic
section. )e inelastic strain and damage constitutive
relationship are demonstrated in equations (10) and (11)
[22, 23]:

εc,in �
ε − σ
E0

, (10)

σ � (1 − d)D0: ε − εpl  � D: ε − εpl , (11)

where E0 means the initial modulus of elasticity, D0 is the
initial elastic stiffness, D symbols the degraded elastic
stiffness, and d is the damaging factor variable within the
domain of 0 and 1.

)e uniaxial tension constitutive relation defined the
peak stress ft as 0.35fcu0.55 and the softening section when
the strain exceeds the ultimate strain εcu. Meanwhile, the
ultimate tensile strain and the corresponding residual
stress in the tension-softening section of concrete have a
great influence on the convergence of the calculation.
)e residual stress is thus defined as 0.13ft. Other related
parameters are selected according to the measured
values. )e plastic nonlinear model is difficult to con-
verge in the calculation. Considering that plastic de-
formation hardly occurs in the noncontact parts
(concrete and embedded part), this area post minor
impact towards test results. )erefore, the noncontact
region is set as linear elastic material, and the contact
part between concrete and embedded parts is defined as
plastic material.

5.1.2. Interaction and Boundary Conditions. )e binding
constraints were established at the contact areas between
the steel plate and the embedded parts. To facilitate the
loading, a reference point was set on the upper surface of
the steel plate followed by a kinematic coupling proce-
dure. To coincide with the test results, some surface-to-
surface contact pairs were set. Specifically, the steel plate
with larger stiffness was set as the main surface and the
concrete part was set as the slave surface. Moreover, the
finite slip formula was utilized to define the finite element
contact because the relative displacement between the
embedded parts and the concrete may be arbitrary. )e
tangential and normal behaviors were mainly considered
in the contact properties and the Coulomb friction was
adopted in the friction model and the friction coefficient
was 0.4.

)e model was placed on the loading table of the press
with a clamp on the opposite side of the embedded part. )e
load was applied smoothly on the bolt to transfer the force to
the embedded part. According to the experimental setting,
three degrees-of-freedom constraints were applied to the
concrete bottom and the displacement constraints were
utilized for the steel plate.

5.1.3. Mesh Generation. In this paper, the 8-node hexahe-
dron reduction integral entity element C3D8R was used in
the plastic nonlinearity analysis. )e embedded component
was in 8mmmesh size and the concrete unit was 30mm; the
contact interface unit was in 7mm.

5.2. Finite Element Analysis Results. Figure 6 is the com-
parison of displacement load curve measured in the ex-
periment and simulated by the finite element method. )e
experimental results of the embedded parts were in close
agreement with the finite element analysis results. )e
displacement load-curve comparison obtained by finite el-
ement simulation is shown in Figure 7. It can be seen that the
groove embedded parts have obvious elastic and plastic
stages and are verified with the mechanical bearing capacity
in the experiments.

Figure 8 demonstrates the concrete stress cloud diagram
for the simulated B group specimens. )e stress distribution
on the upper surface in the finite element analysis was
consistent with the damaged area of the concrete vertebral
surface in experiments. When the embedded parts were
subjected to bending and shearing force, the T-bolt would be
pulled on the upper side, and we exert relatively large
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Figure 6: Comparison diagram of displacement load curve of B-3.
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Figure 7: Simulated displacement load curve of three specimens.
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Figure 8: Concrete stress cloud diagram. (a) B-1, (b) B-2, and (c) B-3 (unit: MPa).
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compressive pressure on the lower side of the channel.When
the displacement occurred upon T-bolt, the anchor leg in
concrete would be pulled out slowly. )ereby, the punching
effect upon the interaction between the anchor leg end and
the concrete would increase. According to the stress cloud
diagrams, the obvious stress concentration phenomenon
was found at the interfaces for all three specimens, which
was in agreement with the vertebral destruction caused by
concrete in the mechanical experiments.

Figure 9 shows the deformation diagrams for the
groove embedded parts’ reinforced concretes. )e dis-
placement load-curve comparison figure obtained by fi-
nite element simulation is shown in Figure 10. From the
listed figures, the maximum stresses for the simulated
samples occurred at the bolt-channel steel interface and
the anchor leg end. For the B-1 sample, the maximum
stress reached 272.8MPa and was mainly at the

connection between T-type bolts and groove steel. )e
groove-type embedded part was still in an elastic state,
while the maximum stress of concrete stood at 75.16MPa
at the end of the anchor leg, exceeding the compressive
ultimate limit. )e B-2 sample obtains the maximum
stress of 268MPa also at the connection surface between
T-type bolts and groove steel. Meanwhile, the groove-type
embedded parts have not fully kept the plastic state, but
the concrete’s maximum stress (58.38MPa) has already
reached the compressive limit at the end of anchor legs.
For the B-3 specimen, the HALFEN groove’s peak stress
was simulated as 281.8MPa at the connection part be-
tween channel steel and T-type bolts. Simultaneously,
both the embedded parts and the concrete component did
not exceed the plastic level threshold. )e works can lay
the foundation for future artificial intelligence optimi-
zation works.
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Figure 9: )e embedded parts deformation diagram for (a) B-1, (b) B-2, and (c) B-3 (unit: mm).
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6. Conclusion

)e purpose of the study was to investigate the reliability of
sustainable plate embedded parts and grooved embedded
parts’ reinforced concrete structures. )e main conclusions
of the study can be summarized as follows:

(1) )e self-developed Zn-A1-Mg-RE coating en-
hances the sustainability performance of the em-
bedded parts, which benefits the whole concrete
structure of a longer service life span. )e plate
embedded parts supplied higher bearing capacity
and the HALFEN groove with 50mm width and
30mm height was the most suitable category in
reinforcing works.

(2) )e theoretical calculation of failure bearing capacity
for both plate embedded parts and grooved embedded
parts reinforced concrete structures was consistent with
the experimental results. )e failure modes for em-
bedded parts’ reinforced concrete structures were the
destruction of concrete vertebrae with obvious cracks.

(3) Based on the finite element analysis of three groove
embedded specimens, the concrete at the end of the
anchor leg had an obvious stress concentration
phenomenon, which was consistent with the phe-
nomenon of vertebral body destruction caused by
concrete in the experiment. )e finite element
simulations were in according to the experimental
results and theoretical calculation results.
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Figure 10: )e embedded stress diagram for (a) B-1, (b) B-2, and (c) B-3 (unit: MPa).
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h i g h l i g h t s g r a p h i c a l a b s t r a c t

� Biodiesel is the most promising

alternative fuel in CI engines.

� The primary source of the third-

generation biofuel is the algae.

� Ignition delayed due to the occur-

rence of the physical and chemical

processes.

� Summarized physicochemical

properties of different biodiesels

from first to third generation.

a r t i c l e i n f o a b s t r a c t

Energy is a fundamental prerequisite for global progress. The ever-increasing need for energy resources, 
combined with the rapid depletion of fossil fuels, has researchers concerned about the need to focus on 
alternative energy sources that can quickly replace the lack of fossil fuels. 

A thorough examination of the impact of biodiesel's physical and 
chemical qualities on combustion parameters, engine performance, 
and emissions.
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Biodiesel is considered as one of the promising alternative renewable energy fuels that may be found in
a variety of forms in virtually every country. This research examines the future of biodiesel, focusing on 
the various fuel attributes (physicochemical) of 100 biodiesels from the first, second, and third generati-
ons, as well as the evaluation of CI engine characteristics. The ASTM standards have been found to be 
compatible with the fuel qualities of first-, second-, and third-generation biodiesel. From a production 
standpoint, the possibility of multiple generations of biodiesel feedstocks was examined in this research. 
This article also looked at several biodiesel feedstock sources, biodiesel conversion technology, and 
second-generation biodiesel performance and emission characteristics, among other things. The majority 
of research found that biodiesel made from plant feedstock is more expensive than diesel. As a result, non-
edible sources will be given higher weight. However, the engine characteristics are shown promising beha-
vior with biodiesel and a slight increase in NOX is also reported on using various biodiesel.

1. Introduction

1.1. Present energy scenario

The rapid increase in energy consumption is due to the regular

rise in automobiles' industrial and population growth and

economic development. Fig. 1 shows the current energy

scenario and the projection of energy consumption until

2035. Oil fuel is the dominant provider empowering the

global economy. It is almost sure that diesel will acquire

approximately 60% of the energy growth accounting for

almost 80% of total energy supply in 2035 (Chhabra et al.,

2021). The energy scenario is predicted to continue adding in

the upcoming years (Yusri et al., 2018). Fig. 2 shows the

prediction of per capita renewable water birthplaces

availability (m3/person/year) in the world. Further, future

utilization of activity in ceases of vigorous agricultural

going-on to no small extent in the world by 70% (renewable

water harvesting) and 30% only for high-income countries

(Hajjari et al., 2017).

The above stats show that the world will be facing enor-

mous problems for fulfilling the demand for energy resources

for society, industries and other sectors in upcoming years.

This increasing demand for energy has forced various re-

searchers in the world to work for alternative sources of en-

ergy to meet the demand (Kumar Shukla et al., 2020; Palash

et al., 2015). The burning of fossil fuels also produces

harmful emissions polluting the environment. The transport

sector is recognized as the most energy-consuming sector.

To meet the increased demand for energy and reduce CO2

emission, the world needs to have more effective and

sustainable energy sources. Thus, the use of new clean-

Fig. 1 e Scenario of energy consumption. (a) Shares of primary energy. (b) Liquids of demand by sector (Yusri et al., 2018).
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burning and eco-friendly renewable energy fuels for CI engine

as a replacement for petroleum fuel nowadays is a worldwide

consideration (Jasrotia et al., 2019; Krishnamoorthi and

Malayalamurthi, 2017). Biodiesel has been found as the most

promising alternative fuel in CI engines by many researchers

(Agarwal et al., 2015, 2016).

In this review paper, authors discussed the potential of

various generations of biodiesel feedstocks from production

perspectives. This paper also examinedmany aspects of these

feedstocks which include different biodiesel feedstock sour-

ces, biodiesel conversion technology, and second-generation

biodiesel performance and emission characteristics. The au-

thors summarized the performance, combustion and emis-

sion characteristics of CI engine of hundreds different

biodiesels from first, second and third generation of biofuels

and compare them with conventional diesel fuel. The review

also studies the fatty acid profiles of various biodiesels along

with their engine characteristics upon using the surrogate

fuels. The review also comprises of production, properties,

potential estimation and economics of using biodiesel in

compression ignition engines.

2. Biodiesel feedstocks

The characteristics of the diesel engine depend upon the

different properties of fuel such as a viscosity of fuel, cloud

point, flash point, heating value, fuel density, cetane number,

pour point etc. (Bamgboye and Hansen, 2008; Dwivedi et al.,

2016; Verma et al., 2019, 2020). The fuel properties should

also meet the standard limits assigned by the ASTM, ISO, EN

and many more, out of these ASTM is mostly used to

compare the fuel properties before its being utilized as a fuel

for the CI engine (Arbab et al., 2013). The overall engine

performance is superior to the properties of fuel values

within the acceptable range of standard limits. There is an

improvement in the fuel properties when it is blended with

two or more fuels and many researchers have used this

combination as a substitute fuel for CI engine (Alptekin and

Canakci, 2008; Kim and Lee, 2010). In this section, the

properties that are widely used to check the fuel properties

in the CI engine are discussed. The study also evaluates the

properties of biodiesel blend with diesel fuel at different

blend ratios to improve the fuel quality for CI engine.

Therefore, many researchers around the world are studying

the quality of biodiesel and its blends concerning blend

properties, blending of fuel and storage time (Alptekin and

Canakci, 2009; Benjumea et al., 2011). Table 1 shows the

different generation's biofuels and their feedstocks.

2.1. Different generations of feedstocks

Biofuels are categorized into three different generations de-

pends upon their feedstock. In this section, a brief discussion

on different generations of biodiesel and their feedstocks

based on their suitability to use an alternative of fossil fuel has

been introduced.

2.1.1. First-generation biodiesel
The first-generation biodiesel is derived directly from food

crops, sugarcane, vegetable oil, etc. Crops such as sugar and

wheat are widely used as a feedstock for the production of

ethanol, while edible oilseeds have been used by many re-

searchers for the production of biodiesel. Some biodiesel from

the first generation has its benefits for reducing the green-

house effect and CO2 emission, while on the other side, some

biodiesel produces an adverse effect. Themajor problem faced

by the first-generation biodiesel is "fuel vs. food" security.

Mostly, biodiesel is produced from food crops, and the rise in

demand for biofuels has led to increasing the volume of crops

that are being diverted from the food market, which results in

an increase in food price globally over the last couple of years.

2.1.2. Second-generation biodiesel
Second-generation biofuels have been produced to overcome

some limitations with first-generation biofuels. The second-

generation biofuel is mostly derived from the non-edible

seeds, organic waste, wood, waste food crops, etc., to elimi-

nate some problemswith the use of first-generation biodiesel.

These are seen as a potential replacement for conventional

edible food crops because they do not compete with food

crops and do not need land clearing. Several researches

Fig. 2 e Renewable water birthplaces in the world (Hajjari et al., 2017).
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(Altikriti et al., 2015; Can et al., 2017; Fadhil et al., 2018;

Ogunkunle and Ahmed, 2019) examined and discussed many

aspects of second-generation biodiesel feedstocks. These

factors include different biodiesel feedstock sources,

biodiesel conversion technology, and second-generation

biodiesel performance and emission characteristics.

2.1.3. Third-generation biodiesel
The third-generation biofuel is based on the improvement in

the production of biomass. The primary source of the third-

generation biofuel is the algae, and it takes many advantages

to the specially engineered energy crop. The advantage of

using the algae is due to its high energy efficiency, low-cost,

and it is a renewable energy feedstock. It is also predicted that

the potency of the algae is to generate more and more energy

per acre than the conventional food crop. It is unsuitable for

food production because algae can grow on land and water,

therefore it reduces strain because already there is a depletion

of water sources.

2.2. Biodiesel production from oils

Most researchers have focused on the transesterification

technique for the production of biodiesel from various sources

such as vegetable oil, fats, edible and non-edible seed to

reduce the molecular weight of raw oil and viscosity (Puhan

et al., 2009; Zareh et al., 2017). In the transesterification

process, oil reacts with the alcohol in the presence of strong

catalysts resulting in alkyl ester (biodiesel) and a by-product

known as glycerol (Fadhil and Ahmed, 2016; Fadhil et al.,

2018). The presence of a catalyst is necessary for the

production of biodiesel so as to fasten reaction rate and also

increase in ester yield. The most commonly used alcohols

are ethanol and methanol, whereas as a catalyst, potassium

hydroxide (KOH) and sodium hydroxide (NaOH) was used

(Fadhil and Saeed, 2016). Table 2 shows the properties of

various feedstock used for biodiesel.

3. Diesel engine characteristics

3.1. Combustion characteristics

In order to evaluate the combustion characteristics in a

compression ignition engine fueled with biodiesel blends,

several researchers chosen the various important parameters

such as cylinder pressure, ignition delay, heat release rate the

premixed combustion duration, and the fraction of heat

release in premixed combustion phase (Chen et al., 2019, 2020;

Lodi et al., 2020; Zhang et al., 2020). Start of combustion

represented by the point where the heat release rate is zero.

The difference between the injection timing and the start of

combustion is called the ignition delay. The effect of these

parameters are discussed in the preceding section.

3.1.1. Cylinder pressure
Cylinder pressure is the amount of pressure generated inside

the combustion chamber on burning the fuel. The combustion

process for diesel fuel begins later because of the longer ignition

delay compared to biodiesel fuel and its blends. Qi et al. (2017)
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experimentally investigated soybean biodiesel and its blends

(30%, 50%, and 80%) at variable load conditions in a single-

cylinder 4-stroke CI engine. Combustion of biodiesel and its

blends produced higher peak pressure at lower engine loads,

while at higher load conditions there was no significant

change. The cylinder pressure for biodiesel fuel and diesel was

found to be 8.12 and 8.11 MPa at 90% load condition,

respectively.

3.1.2. Heat release rate
Heat release rate plays a crucial role in the analysis of com-

bustion in CI engine. Themodel used to calculate the HRRwas

based on the theories and different laws of thermodynamics.

The higher viscosity and low volatility of the rapeseed seed oil

biodiesel and its various blends will affect improper fuel at-

omization and reduces the heat release rate (Atabani et al.,

2012). This is because of the high viscosity and lower

calorific value of the JME, and on the other side, turpentine

biodiesel has CV higher and the low viscosity, and this

makes the lake of JBD (Dubey and Gupta, 2018).

3.1.3. Ignition delay
The ignition delay in the CI engine is described by the time

interval between the fuel injection timing and the start of

combustion. Ignition delayed due to the physical processes

(such as atomization, evaporation andmixing of fuel with air)

and chemical processes such as pre-combustion reactions.

These processes are mainly influenced by fuel characteristics,

operating variables and engine design. Ignition delay plays a

crucial role in the combustion and emission characteristics of

the CI engine fueled with diesel and biodiesel blends.

Dhamodaran et al. (2017) investigated three different

biodiesels, namely rice bran, neem and cotton seeds oil as

an alternative fuel in CI engine under various loading

conditions. They found that RBME indicates low ignition

delay because of higher cetane value RBME biodiesel (Kaisan

et al., 2017). Ignition delay was higher with diesel fuel, while

on the other side, lower ignition duration is found with

RBME. Ignition delay for other tested fuel reduced with

increasing the load, due to the confinement of heat

generating in the previous cycle, dilution of exhaust gas

temperature and temperature at the combustion chamber

wall. Another possible reason for this reduction in ignition

temperature at higher load conditions is higher in-cylinder

temperature, which increases the fuel vaporization rate,

leading to a decrease in ignition delay.

Several researchers proposed empirical relations to esti-

mate the ignition delay period based on fuel compositions and

injection conditions. Wolfer presents the most used empirical

link for ignition delay (Westlund, 2009).

t¼APnexp

�
Ea

RuT

�
(1)

where A and n are constants, Ea is the fuel's activation energy,

P and T are the mean pressure and temperature of the com-

bustor's compressed air, Ru is the universal gas constant.

Another empirical relation to evaluating the ignition delay

is proposed by the Saravanan et al. (2014), which is also

applicable to the diesel and biodiesel fuel blends, given

below in Eq. (2).

t¼ expð�ð0:0187CNþ8:551ÞÞP0:7352
i exp

�
4626:44

TL

�
(2)

where Pi is the pressure at the start of the injection, TL is the

load condition temperature and CN is the cetane number.

3.1.4. Combustion duration
Behçet et al. (2014) investigated fish oil biodiesel and its blends

with diesel fuel in different proportions in a CI engine under

variable loading conditions with constant engine speed. The

author observed that the combustion duration process

increases with an increasing load for all blends of biodiesel

because, at higher loading condition, more fuel is injected

into the combustion chamber. Blends of biodiesel and neat

biodiesel indicated lower combustion duration for all engine

operating conditions. The presence of higher oxygen

percentage in the biodiesel reduces combustion duration

and improves burning at a faster rate (Candeia et al., 2009;

Lin and Lin, 2007; Wu et al., 2009).

3.2. Performance characteristics

3.2.1. Brake thermal efficiency
Savariraj et al. (2011) investigated mahua biodiesel and its

blends (B25, B50, B75, B100) under different load conditions.

They found that the brake thermal efficiency (BTE) for all

load conditions is lower for biodiesel and blends. However,

increasing biodiesel percentage in diesel reduces BTE

compared to diesel due to the higher density, higher

viscosity and low calorific value of the mahua oil biodiesel

and its blends (Vijay Kumar et al., 2018).

3.2.2. Brake specific fuel consumption
Baiju et al. (2009) investigated the diesel engine characteristics

by using Karanja oil methyl and ethyl esters (KOME and KOEE)

as a fuel with different blends and regular diesel fuel and at

other load conditions. With an increase in engine load, a

reduction in BSFC was reported for all tested fuels. B20 KOME

blend indicated lower fuel consumption at full load conditions.

Therefore, this decrement in the diesel-biodiesel blend is may

be due to the engine takes more fuel to obtain the same output

power because of its low calorific value than diesel fuel.

3.2.3. Exhaust gas temperature
Sakthivel et al. (2014) used fish oil biodiesel with its blends in

different proportion such as (20%, 40%, 60%, 80%, and 100%)

in a single cylinder, with a constant engine speed of

1500 rpm under different loading conditions. EGT for blend

B20 (270.4 �C) was found close to diesel fuel (269.2 �C). The
mean EGT was about 2.4%, 2.1%, 1.1% and 3.3% for blend B40,

B60, B80 and B100 respectively, higher than diesel fuel. The

increase in EGT for biodiesel fuel is because higher oxygen

percentage improves the combustion process. The low

volatility and higher viscosity of biodiesel fuel lead to slow-

burning of the fuel and causes an increase in temperature

(Behçet et al., 2014). Generally, the fuel having a lower cetane

number increases the ignition delay and more accumulate

the fuel-air mixing, which also effects on the faster heat

release rate at the start of the combustion process, and

results in higher temperature (Singh et al., 2018a, b).
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3.2.4. Engine torque
How et al. (2018b) investigated calophyllum inophyllum

biodiesel as a fuel in medium-duty, four cylinders, four

strokes, diesel turbocharged, CI engine at different engine

speeds (1500, 2000, 2500, 3000, 3500, 4000 rpm) and torque

conditions. The results showed maximum torque at

2000 rpm for all the tested fuels. Higher biodiesel blends

reported a reduction in engine torque over the entire testing

speed range for all fuels. The reduction was accepted, and

also many researchers aligned the same (Habibullah et al.,

2014; Liaquat et al., 2013). The reason for this decrement is

because of biodiesel fuel having higher viscosity and lower

calorific than diesel. Besides, this blend with a higher

percentage of biodiesel fuel reduces the engine torque.

3.2.5. Brake power
Brake power is the amount of power generated at the output

shaft by the engine. Zareh et al. (2017) studied the

performance and emission characteristics using three

different biodiesel namely castor oil biodiesel (CAB), coconut

oil biodiesel (COB) and waste cooking oil biodiesel (WCB).

The results showed that the biodiesel properties such as

viscosity, lower and higher heating value influenced the

brake power of the CI engine. This reduction of power is due

to the biodiesel and its blends having low heating value than

diesel (Vieira da Silva et al., 2017).

3.3. Emission characteristics

3.3.1. Smoke emission
Gnanasekaran et al. (2016) investigated the effects of the ethyl

ester of fish oil (EEFO) and its blends with different injection

timing (21�, 24� and 27� before top dead center) on a direct

injection characteristic. Results reported higher average

smoke emission by 7% for diesel and 3%e4% for biodiesel

blend with 21� compared to 24� before the top dead center.

Higher smoke emission for biodiesel compared to diesel fuel

was measured due to reduced volatility, higher viscosity and

improper fuel and air mixing.

3.3.2. Particulate matter (PM) emission
Nabi et al. (2017) investigated the PM emission on multi-

cylinder, high-pressure common rail, and turbocharged

engine fueled with regular diesel and diesel-butanol blends.

The B10, B20 and B30 blends by volume basis at 10%, 20%

and 30% n-butanol respectively with diesel fuel at CR17.5

with different engine load. The PM emissions decreased

with n-butanol and maximum reduction of 70% with

biodiesel at B6 blend due to associated with the absence of

aromatics, sulfur and fuel oxygen in the blends. Herreros

et al. (2015) obtained the engine characteristics fuelled by

ethanol-diesel blends. The PM emission associated with the

soot is a solid carbonaceous and soluble organic material

that is adsorbed/condensed hydrocarbons onto the soot

particles’ surface. The PM emission decreases with higher

loads and also affected by exhaust gas recirculation.

3.3.3. Carbon dioxide (CO2) emission
Ramalingam et al. (2016) investigated annona biodiesel fuel

additive using 1, 4-dioxane. The CO2 emission reduced with

additive A20, A20DO5 (A20 with 5 mL 1, 4-dioxane) and

A20DO10 (A20 with 10 mL 1, 4-dioxane) as compared to

diesel fuel due to higher percentage oxygen and CO2

emission higher with higher engine load. Palash et al. (2015)

investigated aphanamixis polystachya mthyl ester with

diesel on a DI engine. The blend APME10 found to be higher

by 6.21% than diesel due to higher oxygen present within

the APME10 and obtained complete combustion than diesel.

3.3.4. Carbon monoxide (CO) emission
Vallinayagam et al. (2014a, b) evaluated the effects of neat

pine biodiesel and diesel on direct injection engine

characteristics. The experiment was conducted at different

inlet air temperatures and constant injection timing with

constant engine speed. Authors studied CO emission with

different air inlet temperature. They reported lower

emission for pine biofuel at 40 �C air inlet temperature

higher engine load. Meanwhile, the air inlet temperature of

60 �C shows a reduction by 13.2% lower than diesel fuel at

Fig. 3 e Effective parameters and path of NOX emission during combustion.
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iç

e
t
a
l.
(2
0
1
5
)

6
5

2
0
1
6

C
y
m
b
o
p
o
g
o
n

fl
e
x
u
o
su

s
b
io
fu

e
l

C
2
0
,
C
1
0
0

co
n
st
a
n
t
sp

e
e
d
w
it
h
v
a
ri
o
u
s

lo
a
d
co

n
d
it
io
n

[
:
B
T
E

[
:
cy

li
n
d
e
r
p
e
a
k

p
re
ss
u
re
,
H
R
R

Y
:
N
O

X
,
H
C
,
C
O
,
sm

o
k
e

D
h
in
e
sh

e
t
a
l.
(2
0
1
7
)

6
6

2
0
1
4

A
lg
a
e
o
il
m
e
th

y
l

e
st
e
rs

(A
M
E
)

A
M
E
2
0

D
if
fe
re
n
t
e
n
g
in
e
lo
a
d

[
:
B
T
E

e
Y
:
H
C
,
sm

o
k
e

M
a
k
a
re
v
i� c
ie
n
e
e
t
a
l.
(2
0
1
4
)

6
7

2
0
0
9

T
a
ll
o
w

m
e
th

y
l
e
st
e
r

B
5
,
B
2
0
,
B
5
0
,
B
1
0
0

D
if
fe
re
n
t
e
n
g
in
e
sp

e
e
d

[
:
B
S
F
C

Y
:
B
T
E

e
Y
:C
O
,
N
O

X
,
S
O

2
,
sm

o
k
e

€ O
n
e
r
a
n
d
A
lt
u
n
(2
0
0
9
)

6
8

2
0
0
9

T
h
� e
sz

-B
o
ro

s-
K
ir
� a
ly

1
0
0

D
if
fe
re
n
t
e
n
g
in
e
sp

e
e
d
,

lo
a
d
,
a
n
d
to
rq

u
e

N
A

[
:
ig
n
it
io
n
d
e
la
y
,

H
R
R

Y
:
H
C

[
:
N
O

X

€ O
n
e
r
a
n
d
A
lt
u
n
(2
0
0
9
)

6
9

2
0
1
8

P
it
h
e
ce

ll
o
b
iu
m

d
u
lc
e

se
e
d
o
il

2
0
,
4
0
,
6
0
,
8
0

C
o
n
st
a
n
t
sp

e
e
d
w
it
h

v
a
ri
o
u
s
lo
a
d
co

n
d
it
io
n

[
:
B
S
F
C
,
Y
:
B
T
E
,
E
G
T

Y
:
cy

li
n
d
e
r
p
re
ss
u
re
,

H
R
R

[
:
C
O

2
,
sm

o
k
e

Y
:
C
O
,
H
C
,
N
O

X

C
h
a
n
d
ra

S
e
k
h
a
r
e
t
a
l.
(2
0
1
8
)

7
0

2
0
1
7

R
u
b
b
e
r
se

e
d
o
il

2
5
,
5
0
,
7
5
,
1
0
0

C
o
n
st
a
n
t
sp

e
e
d
w
it
h

v
a
ri
o
u
s
lo
a
d
co

n
d
it
io
n

[
:
B
T
E

[
:
p
e
a
k
p
re
ss
u
re
,

m
a
x
im

u
m

ra
te

o
f

p
re
ss
u
re

ri
se

s,
H
R
R
,

ig
n
it
io
n
d
e
la
y

Y
:
co

m
b
u
st
io
n

d
u
ra
ti
o
n

Y
:
sm

o
k
e

[
:
H
C
,
N
O

X
,
C
O

G
e
o
e
t
a
l.
(2
0
1
7
)

7
1

2
0
1
5

H
o
n
n
e
o
il
m
e
th

y
l

e
st
e
r

2
0
,
4
0
,
6
0
,
8
0
,
1
0
0

D
if
fe
re
n
ce

co
m
p
re
ss
io
n

ra
ti
o
a
n
d
e
n
g
in
e
lo
a
d

w
it
h
co

n
st
a
n
t
e
n
g
in
e
sp

e
e
d

[
:
B
S
F
C

Y
:
B
T
E

e
Y
:
C
O
,
H
C
,
sm

o
k
e

[
:
N
O

X

C
h
a
n
n
a
p
a
tt
a
n
a
e
t
a
l.
(2
0
1
5
)

7
2

2
0
1
7

M
ic
ro

a
lg
a
e
ch

lo
re
ll
a

p
ro

to
th

e
co

id
e
s

M
C
P
2
0
,
M
C
P
5
0
,
B
1
0
0

D
if
fe
re
n
t
e
n
g
in
e
sp

e
e
d

Y
:
b
ra
k
e
p
o
w
e
r
to
rq

u
e
,

e
x
h
a
u
st

g
a
s
te
m
p
e
ra
tu

re

[
:
B
S
F
C
,
B
T
E

e
Y
:
C
O
,
C
O

2
,
N
O

X
,

[
:
O

2

A
l-
lw

a
y
zy

a
n
d
Y
u
sa

f
(2
0
1
7
)

7
3

2
0
1
5

M
a
n
g
o
se

e
d

b
io
d
ie
se

l

2
0
,
1
0
0

D
if
fe
re
n
t
e
n
g
in
e
lo
a
d
a
n
d

p
p
m

Y
:
B
T
E

e
Y
:
N
O

X
,

[
:
C
O
,
sm

o
k
e
,
H
C

V
e
lm

u
ru

g
a
n
a
n
d

S
a
th

iy
a
g
n
a
n
a
m

(2
0
1
6
)

7
4

2
0
1
7

T
u
n
g
o
il

D
T
3
0
E
2
0
,
D
T
3
0
E
3
0

D
if
fe
re
n
t
e
n
g
in
e
sp

e
e
d

[
:
B
S
F
C
,
B
T
E

[
:
p
e
a
k
p
re
ss
u
re
,

m
a
x
im

u
m

ra
te

o
f

p
re
ss
u
re

ri
se

s,
H
R
R

Y
:
sm

o
k
e
,
C
O
,
H
C

[
:
N
O

X

Q
i
e
t
a
l.
(2
0
1
7
)

7
5

2
0
1
3

W
o
o
d
p
y
ro

ly
si
s
o
il

5
,
1
0
,
1
5

D
if
fe
re
n
t
e
n
g
in
e
lo
a
d

[
:
B
T
E

[
:
cy

li
n
d
e
r
p
re
ss
u
re

Y
:
ig
n
it
io
n
d
e
la
y

Y
:
N
O
,
sm

o
k
e

P
ra
k
a
sh

e
t
a
l.
(2
0
1
3
)

7
6

2
0
1
4

C
e
ib
a
p
e
n
ta
n
d
ra

b
io
d
ie
se

l

1
0
,
2
0
,
3
0
,
5
0

D
if
fe
re
n
t
e
n
g
in
e
sp

e
e
d

Y
:
B
S
F
C

e
Y
:
C
O

2
,
C
O
,
sm

o
k
e

[
:
N
O

X

O
n
g
e
t
a
l.
(2
0
1
4
)

7
7

2
0
1
1

S
a
ffl

o
w
e
r
o
il

B
5
,
B
2
0
,
B
5
0

D
if
fe
re
n
t
e
n
g
in
e
sp

e
e
d

[
:
B
S
F
C

e
Y
:
P
M
,
sm

o
k
e

[
:
N
O

X
,
H
C

Il
k
il
iç
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100% load due to higher in-cylinder temperature and the

essential occurrence of oxygen within pine oil.

3.3.5. Unburnt hydrocarbon (UHC) emission
Saleh and Selim (2017) performed an experimental

investigation on characteristics of a diesel engine using

diesel fuel, jojoba methyl ester-diesel-ethanol ternary fuel

blends (B5, B10, B15, B20, and B25) with variable engine load

and constant engine. The single-cylinder direct-injection

engine used in this investigation. The investigated result of

UHC emission shows that it increased with a higher engine

load. This happens due to the rich fuel-air mixture in the

combustion chamber and increasing fuel consumption. This

shows a reduction in UHC emission for the JME blend of B10

by 39% at 520 kPa and B5 by 27% lower compared to diesel

fuel due to more oxygen content. They conclude that UHC

emission highest lower recorded at B10 blend compared to

diesel fuel.

3.3.6. Oxides of nitrogen (NOX) emission
In the exhaust of CI engine, NOX formation occurred due to the

thermal NOX procedure, which is affected by the burned

mixture temperature, the confined air/fuel ratio and the dwell

time at higher temperatures in the engine cylinder. Chen et al.

(2018c) provides a detail discussion on the NOX emission of

biodiesel. Authors reported that fuel injection parameters

such as injection timings and injection pressure perform an

important role in combustion temperature and NOX

emissions.

Ruhul et al. (2017) investigated the effects of millettia

pinnata and croton megalocarpus biodiesel on a DI CI engine

characteristics with variable engine load and engine speed.

The result of NOX emission evaluated the used of chain

reaction based on zeldovich mechanism. The NOX emission

obtained higher with engine speed and higher for blends

biodiesel (MP20, CM20, MP15CM5, MP10CM10 and MP5CM15)

compared to diesel fuel due to a higher percentage of

oxygen contents and higher combustion temperature within

the premixed and diffusion combustion phase. Numerous

studies (Chen et al., 2018a; Dwivedi et al., 2019; Geng et al.,

2020) have been established the increasing trend of NOX

emission by using biodiesel. But some studies (Guo et al.,

2019; Nair et al., 2017; Pereira et al., 2007) also shown the

reduction in NOX due to the addition of biodiesel. Nair et al.

(2017) and Pereira et al. (2007) reported less NOX emission by

using neem biodiesel and soybean biodiesel, respectively,

than diesel. At low load, Chen et al. (2018b) reported that the

NOX emission of biodiesel is less than that of diesel for the

engine operating under lower or medium speeds due to

weak air swirl movement and poor in-cylinder heat condition.

NOX emission of biodiesel is a significantly important

issue, and it depends upon various parameters such as bio-

diesel type, engine technology and structure, operation

conditions, combustion temperature and injection parame-

ters (Dwivedi et al., 2018; Verma et al., 2020; Zare et al., 2018,

2020). Effective parameters and path of NOX emission is

shown in Fig. 3. The engine characteristics for various

biodiesel fuel blends are reported by researchers are shown

in Table 3.

4. Conclusions

First, second and third-generation biodiesel and their blends

have different properties that influence diesel engine char-

acteristics such as BTE, BSFC, EGT, smoke emission, NOX

emission, brake power, etc. Therefore, the selection of

different generation feedstock is necessary and generally de-

pends upon the domestic birthplaces of the region. The vari-

ation with different generation biodiesel feedstocks and its

blends properties will impact the overall performance, com-

bustion and emission characteristics of the CI engine. There

are numerous previous studies that have been reviewed in

this study which can be concluded based on previously

studied.

� First-, second- and third-generation biodiesel and their

blends feedstocks will impact energy and percentage of

oxygen, cetane number, the heating value of fuel, density,

and viscosity.

� The calorific value of the fuel is an important attribute to

produce engine power. It was observed that different

generation biodiesel blends reduce the engine power

because of lower calorific values of fuel (MJ/kg) than diesel

fuel. For some biodiesel, the calorific value of the fuel is

higher such as 42.76, 45.76, 43.60, 46.20, 42.83, and 42.80MJ/

kg for jojoba, eucalyptus, ceibapentandra oil, shea olein,

waste tire pyrolysis oil, and pine oil and lower calorific

value are found for 26.80, 29.00, 35.10, 34.65 and 30.80MJ/kg

for ethanol, poultry litter oil methyl ester, corn oil, n-pen-

tanol and bisethoxy methyl furan as compared to diesel

fuel (42.50 MJ/kg), respectively.

� The combustion quality should be improved to meet the

higher engine thermal efficiency; therefore, the maximum

amount of fuel energy produced by the fuel is transferred

to the engine. Therefore, oxygen is the crucial property for

biodiesel that will improve the combustion process and

efficiency of the engine. Besides this, preventing heat los-

ses produces during the combustion process and ignition

delay is lower due to the higher cetane value of the fuel,

and it also improves the air/fuel rate and indicates a better

combustion process.

� PM emission is a composite combination of carbon, sulfur,

nitrogen and other compounds produced. In numerous

previous studies presented that biodiesel-diesel blends

(B20) reduce PM emissions by 22% compared to regular

diesel fuel, which is occurred due to a higher percentage of

oxygen that helps to improve combustion and spray

characteristics.

� Unburnt hydrocarbon (UHC) emission indicated the level of

inclusiveness for one combustion progression as it mea-

sures the total of unburned hydrocarbon. According to

many studies, diesel-biodiesel blends reduce the UHC by

about 15% for blend B20. Because of the higher cetane value

of the blend, it causes a shorter ignition delay period and

improves the efficiency of the engine.

� Percentage of oxygen content within the fuel leads to in-

crease NOX emission, as the presence of oxygen percentage

of the biodiesel will form complete combustion of the fuel

and it also increases the combustion temperature inside
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the combustion chamber. Diesel-biodiesel has shown

lower NOX emissions up to 10% due to the presence of a

higher percentage of oxygen for blend B20 compared to

diesel fuel.

� Diesel-biodiesel blends (B20) show a reduction in CO

emissions by 18% compared to regular diesel fuel. It is

noticed that the oxygen percentage in biodiesel plays an

essential role in sustaining the oxidation process during

the exhaust stroke. The CO emission gets affected by en-

ergy contents and latent heat of vaporization of the fuel.

Thus, based on the review, it can be concluded that first-,

second- and third-generation biodiesel-diesel blends slightly

affected CI engine performance and showed a reduction in

destructive exhaust gas emissions fueledwith diesel-biodiesel

blends of first-, second- and third-generation than with diesel

fuel.
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Nomenclature

ANN Artificial neural network

APME Aphanamixis polystachya methyl ester

AC Air cooling

bTDC Before top dead center

BTE Brake thermal efficiency

BHT Butylated hydroxytoluene

BSFC Brake specific fuel consumption

BME Butanol-methyl ester

BP Brake power

CA Crank angle

CO2 Carbon dioxide

CO Carbon monoxide

CI Compression ignition

CN Cetane number

C Carbon

CFB Cymbopogon flexuosus biodiesel

CR Compression ratio

CAB Castor oil biodiesel

COB Coconut oil biodiesel

CIME Calophyllum inophyllum methyl ester

CM Croton megalocarpus

CP Cloud point

CV Calorific value

EGT Exhaust gas temperature

EGR Exhaust gas recirculation

EME Ethanol methyl ester

EEFO Ethyl ester of fish oil

FT Fuel type

FP Flash point

FPT Fire point

HC Hydrocarbon

H Hydrogen

HRR Heat release rate

HEX Hexanol

IC Internal cooling

IP Injection pressure

JME Jatropha methyl ester

KV Kinetic viscosity

MFB Mass fraction burned

MME Methanol-methyl ester

MP Millettia pinnata

MF Molecular formula

MW Molecular weight

NOX Nitrogen oxide

NG Natural gas

NH Nozzle hole

ND Nozzle diameter

O2 Oxygen

PM Particulate matter

PME Peanut methyl ester

PP Pour point

RC Radiator cooling

RBME Rice brain methyl ester

SOI Start of injection

SOX Sulfur oxide

TDC Top dead center

UHC Unburned hydrocarbon

WPO Wood pyrolysis oil

WCB Waste cooking oil biodiesel

WC Water cooling
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Ilkiliç, C., Çilin, E., Aydin, H., 2015. Terebinth oil for biodiesel
production and its diesel engine application. Journal of the
Energy Institute 88 (3), 292e303.

Jasrotia, A., Shukla, A.K., Kumar, N., 2019. Impact of nanoparticles
on the performance and emissions of diesel engine using
mahua biodiesel. In: International Conference in Mechanical
and Energy Technology, Greater Noida, 2019.

Kaisan, M.U., Anafi, F.O., Nuszkowski, J., et al., 2017. Exhaust
emissions of biodiesel binary and multi-blends from cotton,
jatropha and neem oil from stationary multi cylinder CI
engine. Transportation Research Part D: Transport and
Environment 53, 403e414.

Kakati, J., Gogoi, T.K., 2016. Biodiesel production from kutkura
(meyna spinosa Roxb. Ex.) fruit seed oil: its characterization
and engine performance evaluation with 10% and 20%
blends. Energy Conversion and Management 121, 152e161.

Kakati, J., Gogoi, T.K., Pakshirajan, K., 2017. Production of
biodiesel from amari (amoora wallichii king) tree seeds using
optimum process parameters and its characterization.
Energy Conversion and Management 135, 281e290.

Kasiraman, G., Edwin Geo, V., Nagalingam, B., 2016. Assessment
of cashew nut shell oil as an alternate fuel for CI
(compression ignition) engines. Energy 101, 402e410.

Kasiraman, G., Nagalingam, B., Balakrishnan, M., 2012.
Performance, emission and combustion improvements in a
direct injection diesel engine using cashew nut shell oil as
fuel with camphor oil blending. Energy 47 (1), 116e124.

Khandal, S.V., Banapurmath, N.R., Gaitonde, V.N., 2017. Effect of
exhaust gas recirculation, fuel injection pressure and

National Conference on Recent Trends in Civil and Mechanical Engineering (RTCME'16) 
Organised by Department of Civil and Mechanical Engineering, AIET Bhubaneswar. 25 Sep. - 27 Sep 2016

A Thorough Examination of the Impact Bio-Diesel's... S. K. Mishra et al.659

http://refhub.elsevier.com/S2095-7564(21)00070-2/sref43
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref43
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref43
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref43
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref44
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref44
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref44
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref44
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref44
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref45
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref45
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref45
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref45
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref46
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref46
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref46
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref46
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref46
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref46
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref47
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref47
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref47
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref47
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref47
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref47
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref47
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref48
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref48
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref48
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref48
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref48
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref49
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref49
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref49
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref49
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref50
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref50
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref50
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref50
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref50
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref50
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref51
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref51
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref51
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref51
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref52
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref52
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref52
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref52
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref53
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref53
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref53
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref53
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref53
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref53
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref54
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref54
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref54
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref54
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref54
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref54
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref55
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref55
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref55
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref55
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref55
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref56
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref56
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref56
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref56
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref57
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref57
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref57
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref57
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref57
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref58
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref58
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref58
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref58
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref58
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref59
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref59
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref59
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref59
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref60
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref60
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref60
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref60
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref61
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref61
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref61
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref61
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref61
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref61
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref62
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref62
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref62
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref62
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref62
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref63
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref63
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref63
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref63
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref63
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref64
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref64
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref64
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref64
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref65
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref65
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref65
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref65
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref65
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref66
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref66
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref66
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref66
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref66
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref66
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref67
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref67
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref67
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref67
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref67
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref67
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref68
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref68
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref68
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref68
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref68
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref69
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref69
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref69
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref69
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref69
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref69
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref70
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref70
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref70
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref70
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref71
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref71
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref71
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref71
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref72
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref72
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref72
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref72
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref73
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref73
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref73
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref73
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref73
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref73
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref74
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref74
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref74
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref74
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref74
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref75
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref75
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref75
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref75
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref75
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref76
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref76
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref76
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref76
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref77
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref77
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref77
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref77
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref77
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref78
http://refhub.elsevier.com/S2095-7564(21)00070-2/sref78
https://doi.org/10.1016/j.jtte.2021.04.006
https://doi.org/10.1016/j.jtte.2021.04.006


OUR PROJECTS


	RTCME16 pre
	RTCME16 cover
	1 Chairperson's Message
	2 Directors's Message
	3 Principal's Message
	4 Convener's Message
	Time Table of Conference
	Contents

	RTCME16 papers
	PAPER-1 Negative Stiffness Absorbers Study of Vibration Mitigation for Wind Turbine Towers
	PAPER-2 Genetic Algorithm Designed for Stability of Slope Analysis
	PAPER-3 Seismic Design of Integral Abutment Bridges
	PAPER-4 Production of Topology-optimized Structural Nodes
	PAPER-5 Evaluation of the Influencing Factors in Target Value Design Process
	PAPER-6 Determination of Dynamic Impact Factor of an Existing Pre-stressed Concrete I-Girder Bridge
	PAPER-7 Optimization of the Heavy Cable Suspending a Deck
	PAPER-8 Seismic Design of Integral Abutment Bridges
	PAPER-9 Determination of the Geotechnical Parameters of Stabilized Soils by Stone Column Method based on SPT Results
	PAPER-10 Development and validation of a TRNSYS type for simulating heat pipe heat exchangers in waste heat recovery transient applications
	PAPER-11 Vibration Control of Transmission Line Tower
	PAPER-12 Study of Impulsive Force of Debris Flow and Flexible Retaining Structure Based on SPH-DEM-FEM Coupling
	PAPER-13 Personality Traits on the Evacuation Choice Behavior Pattern in Urban Road Network During Natural Disaster
	PAPER-14 Under Circular Dynamic Stress Paths Analysis on the Dynamic Modulus and Damping Ratio of Compacted Loses
	PAPER-15 Designing a energy-efficient HVAC sysstem  by  utilization of U-shaped finned heat pipe heat exchanger 
	PAPER-16  Effect of load on Stress Relaxation of Rock Joint
	PAPER-17 Design of RC-Braced Long Columns Based on New Moment Magnifiers
	PAPER-18 Dynamic Response of the Bridge-Vehicle System of Random Road Roughness by Moment Method
	PAPER-19 Characteristic of Specimens of Circular Concrete-Filled CFRP-Steel Tubular Beam-Column
	PAPER-20 Random Shape Rockfalls in Steeply Dipping Coal Seams
	PAPER-21 Synthesis of heat exchanger networks and it's design and parameters for capital cost estimation 
	PAPER-22 Analysis on Plane and Radial Wall Jets to Validate the 2D for an Idealized Downburst Outflow
	PAPER-23 Analysis on NSM CFRP Strengthened RC Concrete Beams
	PAPER-24 Hydraulic Fracturing Pressure Relief Technology in the Deep High-Stress Roadway for Rock Control
	PAPER-25 Evaluation of heating performance of the PVC earthair 
	PAPER-26 “Relief-Retaining” Control Technology of Floor Heave in Mining Roadway with Soft Rock
	PAPER-27 Gas Drainage Based on Multifield Coupling Model of Gas-Bearing Coal
	PAPER-28 Determination of Shear Strength in RC Beams Using ANN Trained with Tabu Search Training Algorithm
	PAPER-29 Design of Backfill Highway Subgrade on the Lower Bearing 
	PAPER-30 Measurements of Heart Rate and Facial Expression to Assess Human Reactions in Glass Structures
	PAPER-31 Designing a Large MarineTwo-Stroke Diesel Engine with Cylinder Bypass Valve and EGR System
	PAPER-32 Experimental Investigation of an RC Slab Culvert Rehabilitated with Grouted CSPs
	paper-33 Experimental Analysis on Axial Compression of Reinforced Concrete Short Circular Columns Strengthened with Prestressed Semicircular Steel Plates
	paper-34 Alternative Load Path Analysis for Assessing the Geometric Agreement of a Cable-Stayed Bridge with Steel Truss Girders
	PAPER-35 Use of nanofluids to improve heat exchanger performance
	paper-36 Strength Analysis of Flat and Folded Fly Ash-Based Geopolymer Ferrocement Panels under Flexure and Impact
	paper-37 Modeling of a Ballastless Track System Resulting from Early-Aged Relative Humidity for the Construction Process
	paper-38 Machine Learning Algorithms to Predict Uniaxial Compressive Strength for Soft Sedimentary Rocks
	paper-39 Numerical Analysis and Simulation of Maximum Turbidity 
	paper-40 Analysis of Resilient Modulus Inversion and Evaluation of
	PAPER-41 Method for Construction of an Extra-Long Underwater Tunnel in Soft Soils.
	PAPER-42 Effect of varios factors influencing thermal conductivity of building insulation
	PAPER-43 Unified Failure Strength Analysis for Terrace Slope Reinforcement Materials
	PAPER-44 Steady-State Response Analysis of the Incompressible Nonlocal Saturated Poroelastic Beam under a Vertical Harmonic Load
	PAPER-45 Using response surface methods (RSM), the effect of alumina nanoparticles as
	PAPER-46 Use of Steel Slag-Superfine Blast Furnace Slag Composite Mineral Admixture on Mortar and Concrete
	PAPER-47 Thermodynamic analysis and optimization of a water-cooled multi-spilit heat pipe system in finite time (MSHPS)
	PAPER-48 Numerical Investigation of Double Corrugated Steel Plate Shear Walls
	paper-49 Analysis for Sustainable Concrete Structure Reinforced by Embedded Parts
	PAPER-50 A thorough examination of the impact of biodiesel's physical and chemical qualities on combustion parameters, engine performance, and emissions.




